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INTRODUCTION
The viscous vortex model of Wong et al. [1] was recently

developed to accurately predict the optimal riblet drag per-
formance, without the need of expensive direct numerical
simulations (DNSs) or experiments. The model calculates the
near-wall response below a quasi-streamwise vortex, governed
by the steady, two-dimensional Stokes equations. This ab-
stract outlines the development of the model and expands its
application to slip/transpiration surfaces and opposition con-
trol. While the protrusion height model is able to predict
skin-friction drag reduction for riblets and slip/transpiration
surfaces [2, 3], following methods previously advanced by Lu-
chini [4, 5], it is formally valid only for vanishingly small
riblets and small slip/transpiration velocities. Thus, the pre-
dictions of the protrusion height model become inaccurate
for larger riblets (and slip/transpiration surfaces with larger
slip/transpiration velocities [3]). Here, we show that the vis-
cous vortex model accurately predicts the virtual origin for
turbulence, and thereby the drag reduction, for optimally sized
riblets, slip/transpiration surfaces, and opposition control, for
reasonable control parameters.

THE VIRTUAL ORIGIN FRAMEWORK
Many drag reduction technologies do not alter the turbu-

lent flow, besides wall-normal displacements of the mean flow
(virtual origin: ℓ+U ) and turbulence (ℓ+T ), and thus satisfy [3, 4]

−∆U+ ≈ ℓ+U − ℓ+T , (1)

where ∆U+ is a log-layer measure of the drag change. Here,
the ‘+’ superscript denotes normalisation with friction velocity
uτ and kinematic viscosity ν. The drag reduction is then
given by DR ∼ −(2Cf0)1/2∆U+ [6], where Cf0 is the skin-
friction coefficient of a baseline smooth wall. The relation (1)
applies for riblets up to their optimal size [1] and for some
slip/transpiration and opposition-controlled surfaces [3].

THE PROTRUSION HEIGHT MODEL
Luchini [5, 4] advanced a method of predicting ∆U+ for

riblets using viscous (Stokes) flow,

−∆U+ ≈ h+
∥ − h+

⊥ = (h∥/ℓg − h⊥/ℓg)ℓ
+
g , (2)

where h∥ and h⊥ are the Stokes-flow protrusion heights that
locate the virtual origins perceived by streamwise and span-
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Figure 1: A comparison of optimal riblet drag predictions. (a)
Extrapolated protrusion height model (2). (b) Present viscous
vortex model (4). Legend inset.

wise motions, respectively, and ℓ+g is the riblet size charac-
terised by the square root of the groove cross-sectional area [2].
The protrusion heights scaled by the riblet size (h∥/ℓg , h⊥/ℓg)
can be routinely obtained from Stokes-flow calculations for a
given riblet shape [7, 2], and their difference (h∥/ℓg − h⊥/ℓg)
expresses the effect of riblet shape on the drag performance.
In the limit of vanishingly small sizes (ℓ+g → 0), it has been
shown that ℓ+U → h+

∥ and ℓ+T → h+
⊥ [1]. At non-vanishing sizes,

ℓ+U ≈ h+
∥ still holds for streamwise-aligned riblets, however h+

⊥
departs from ℓ+T with increasing size, leading to riblet-shape-
dependent inaccuracies in the protrusion height model. For
example, extrapolating (2) to the optimal size overpredicts
the drag reduction, with optimal DNS-measured ∆U+

opt up to
40% smaller than predicted (figure 1a).

THE VISCOUS VORTEX MODEL

The viscous vortex model predicts ℓ+T a priori by explicitly
modelling the effect on the quasi-streamwise vortices near the
wall. This modelling was motivated by observations that the
turbulence virtual origin ℓ+T is not set by (the virtual origin
of) the spanwise velocity alone, with the wall-normal veloc-
ity (transpiration) also playing a key role [3]. The calculation
of h+

⊥ neglects transpiration at the riblet crest plane, leading
to the discrepancy ℓ+T ̸= h+

⊥, where transpiration refers to the
spanwise-varying wall-normal flow in the cross plane, predom-
inantly induced by quasi-streamwise vortices. Transpiration
at the riblet crest plane allows the quasi-streamwise vortices
to penetrate deeper within riblet grooves, which deepens the
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the viscous vortex model domain.
turbulence virtual origin ℓ+T as the riblet size increases.

The riblets are embedded in the viscous vortex model
domain, as shown in figure 2. Here, a streamwise (x)
uniform two-component flow is calculated in the cross
(yz) plane, as governed by the steady Stokes equations
−(1/ρ)∇p+ ν∇2v = 0 and ∇ · v = 0, where p is the pressure,
ρ the density, and y and z the spanwise and wall-normal direc-
tions, respectively, with corresponding velocities v = {v, w}.
Thus far, this is the same setup as for calculating h+

⊥ [5].
However, instead of a spanwise-homogeneous upper boundary
condition (i.e. an infinitely large scale velocity, or equally, a
vanishingly small riblet), a model of a vortex is prescribed
through the upper boundary condition, with a given scale
(wavelength) and intensities (amplitudes)

w|z=h = −A sin (βy) , v|z=h = −B sin (βy + Φ) . (3)

Here, transpiration effects at the crest are readily incorporated
through (3), as is crucial to accurately predict ℓ+T [3]. The
amplitudes (A and B), phase difference (Φ), model domain
height measured from the riblet crest (h) and the period (β)
that is related to the spanwise wavelength λy (β = 2π/λy)
are all set based on either observations or measurements of
smooth-wall flows. Jiménez et al. [8] noted that the span-
wise wavelength of a vortex is λ+

y ≈ 50, having observed the
peak in the wall-normal velocity spectral density at λ+

y ≈ 50
and λ+

x ≈ 300, aligning closely with the signature of a quasi-
streamwise vortex. Furthermore, windowed Fourier analysis
of DNS cross-flow velocities above a smooth wall provided
B/A ≈ 1.4 at z+ = h+ ≈ 12 [1]. The phase difference se-
lected (Φ ≈ 0.31π) provided more accurate predictions of ℓ+T
than Φ ≈ 0.5π, as suggested by continuity. Having defined
the cross-flow velocities at the upper boundary, the steady
Stokes equations are solved for v and w, with a no-slip smooth
or riblet wall, and spanwise periodicity (figure 2). Then, to
model the unpinned nature of quasi-streamwise vortices above
riblets [1], the Stokes field is uniformly averaged across span-
wise shifts of the riblet wall ∆ between 0 ≤ ∆ ≤ s, where s is
the riblet spacing (figure 2 inset). The resulting ℓ+T,V V is com-
puted by negatively offsetting the domain height by a guessed
value of ℓ+T,V V , and iterating on this value until the local min-
imum of the r.m.s. streamwise vorticity ω′

x matches with that
above the equivalent smooth wall (at z+ + ℓ+T,V V ≈ 5). The
drag prediction of the viscous vortex model

−∆U+
V V = h+

∥ − ℓ+T,V V , (4)

is then obtained, and agrees well with the DNS-measured
∆U+ up to the riblet optimum size (figure 1b). This accuracy
leads the viscous vortex model to be well suited for shape-
optimisation and performance degradation studies of riblets,
without needing to run DNS.

Predictions of ℓ+T,V V for slip/transpiration surfaces and op-
position control are obtained in an almost identical fashion,
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Figure 3: Viscous vortex model compared to DNSs of (a) slip
[3] and (b) opposition control [9]. Solid lines are viscous vortex
model predictions and markers are DNS data, where colours
represent the inset slip length ℓ+y or detection plane height z+d .

with the no-slip riblet textures replaced by the appropriate ho-
mogeneous wall boundary conditions. For slip/transpiration
surfaces, the boundary conditions at the wall (z+ = 0)
are v|z+=0 = ℓy∂v/∂z|z+=0 and w|z+=0 = ℓz∂w/∂z|z+=0,
where ℓy and ℓz are the prescribed spanwise slip and
transpiration lengths, respectively. For opposition con-
trol, the boundary conditions are instead v|z+=0 = 0 and
w|z+=0 = −Adw|

z+=z+d
where Ad is the amplitude ratio

and z+d the detection plane height. Figure 3 compares
ℓ+T,V V (lines) and the DNS-measured ℓ+T (markers) for
slip/transpiration surfaces and opposition control. In fig-
ure 3(a), the DNS data (markers) of [3] agree well with the
viscous vortex model for a range of slip lengths, at least up to
ℓ+T ≈ 4. Similarly, for opposition control, the viscous vortex
model (lines) accurately predicts ℓ+T = ∆U+ from the DNSs
of [9] (markers) for detection plane heights up to z+d ≈ 5 and
amplitude ratios Ad ≤ 1, with some discrepancies for larger
z+d ≈ 10 (note the viscous vortex domain height is h+ = 12).
Agreement with DNS shows that smooth-wall-like turbulence
persists across these surfaces, and their wall-normal shifts ℓ+T
can be predicted using steady Stokes flow.
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ABSTRACT

Since the early 1970s, reducing skin friction drag has been
a recurring research topic in the aeronautical industry. This is
largely due to the constant rise in fuel prices and the growing
need to decrease atmospheric pollutants [1][2][3]. One tech-
nique that has been developed and extensively studied over
the years is the use of riblets.
They proved to be an effective technique for reducing skin
friction in turbulent boundary layers [4][5].The mechanism
through which riblets operate is not entirely clear. According
to Gallagher and Thomas [6], riblets may be effective because
they increase the height of the viscous sublayer. Bacher and
Smith [7] emphasized the role of counter-rotating streamwise
vortices and suggested that riblets reduce the momentum ex-
change properties of these structures. Choi [8] believed there
are several mechanisms involved, but the main responsible of
the turbulent skin friction production is the spatial structure
of the near-wall burst. What he suggested is that the presence
of the riblets halves the duration of the near-wall burst and
increases its frequency. Additionally, the average spacing be-
tween the vortex pairs over the riblets surface is greater than
that over a smooth surface.
Various geometries were tested in wind tunnels, showing drag
reductions of up to 10% relative to a flat plate [9]. To
achieve properties that lie between those of triangular and
blade shapes, a parabolic cross-sectional shape was selected in
this case. Furthermore, the parabolic riblets are not merely
aligned with the flow direction; they feature a sinusoidal pat-
tern in the streamwise direction [10].
Several methods exist to measure the friction drag and they
include direct approaches using load cells or skin friction bal-
ances, as well as indirect methods such as the 2D boundary
layer Momentum Integral (MI), oil flow visualization, recon-
struction of flow field patterns using hot wire anemometry,
and optical techniques like Particle Image Velocimetry (PIV)
and InfraRed Thermography (IRT).
In particular, these latter approaches are advantageous for
their non-intrusive nature. Infrared Thermography (IRT)
could be used for studying various aspects of thermo-fluid dy-
namics, including convective heat flux on the wall and the
behavior of surface flow patterns [11]. Indeed, the heat trans-
fer behavior within the boundary layer undergoes significant
changes based on whether the flow regime is laminar or tur-
bulent.
In the present work, the Reynolds analogy is considered to esti-
mate the skin friction coefficient on sinusoidal riblets, through

the measurement of the convective heat transfer coefficient.
The experiments were carried out in a closed loop open-vein
vertical wind tunnel (Figure 1.1) with a test section measur-
ing approximately 0.60 m x 0.9 m x 1.3 m. The free-stream
turbulence level, measured through hot-wire anemometry, was
less than 0.1%.

An MDF flat plate, characterized by a rounded leading
edge, is positioned vertically at zero angle of attack along
the centre line of the test section. This plate includes a hol-
low section measuring 260 mm x 260 mm to accommodate
the riblets plate. The riblets plate, made of plexiglass, is
heated via a Printed Circuit Board (PCB) powered by a power
supply. For thermal imaging, a FLIR T650sc IR camera is uti-
lized, offering a resolution of 640 × 480 pixels and sensitivity
ranging from 7.5 to 13µm. The camera operates at an ac-
quisition frequency of 30Hz; the spatial resolution is about
2 pixels/mm. As for the riblets geometry, the height of the
grooves is h = 210 µm whilst the spacing between two adja-
cent grooves is s = 300 µm, thus leading to a h/s ratio equal
to 0.7; the sinusoidal pattern is characterized by a wavelength
λ = 19.2 mm and a semi-amplitude a = 0.15 mm.

(a) (b)

Figure 1.1: (a) Experimental setup representation: (1) MDF
plate, (2) Infrared Camera, (3) riblets plate. (b) Printed Circuit
Board

The experiments begin with the wind tunnel operating
prior to the start of camera acquisition. The plexiglass plate
undergoes approximately two minutes of heating provided by
the PCB to ensure an uniform temperature distribution and
the PCB is switched off only after the IR camera starts ac-
quiring. By considering the plexiglass solid wall semi-infinite
(from the thermal point of view), with uniform initial tem-
perature Twi and subjected to a constant convective heat
flux (expressed as the Newton’s law with constant convective
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heat transfer coefficient h and constant reference temperature
Tr, i.e. the adiabatic wall temperature), the analytical one-
dimensional solution can be used:

θ =
T − Twi

Tr − Twi
= erfc(ξ)− exp(Bix + β2)erfc(ξ + β) (1.1)

where T is the slab temperature at a certain depth x and:

ξ = x/2
√
αt β = h

√
t/ρck Bix = hx/k (1.2)

with α, ρ, c and k being respectively the thermal diffusivity
coefficient, the mass density, the specific heat and the thermal
conductivity of the solid wall. To determine the convective
heat transfer coefficient, a least-squares fitting method is ap-
plied and to improve the accuracy, an additional correction
term beyond equation 1.1 is considered. This correction term
accounts for the radiative heat flux emitted by the plate and
modifies the analytical solution, for x = 0 (i.e. on the wall
surface), as follows:

θ = exp(β2)erfc(β)−
qr

h(Tr − Twi)
(1.3)

qr is estimated through the Stefan-Boltzmann law, qr =
σ(T 4

w−T 4
r ), being σ = 5.67 ·10−8 Wm−2K−4 the well-known

Stefan-Boltzmann constant. The results of this procedure are
shown in the Figure 1.2 where a comparison between a plex-
iglass smooth flat plate and the riblets plate for a freestream
velocity equal to 20m/s is reported.

Figure 1.2: Comparison of the mean value of the convective heat
transfer coefficient between the riblets plate and a smooth flat
plate. The dashed line refers to a semi-empirical correlation pro-
vided by Incropera et al [12] in the case of a constant heat flux.

It can be seen that the presence of the riblets, in these con-
ditions, causes a convective heat transfer coefficient reduction
of about 8.5% with respect to the smooth case. Such a re-
duction is evaluated by averaging in both the streamwise and
spanwise directions on the plate surface. In addition, the re-
duction in terms of the convective heat transfer coefficient is
the same as that of the Stanton number, St, as it is defined
as:

St =
h

ρfV cp
(1.4)

where ρf is the fluid mass density, V is the fluid velocity and
cp is the fluid specific heat capacity at constant pressure.
Consequently, for the Reynolds analogy [13], this reduction is
also the same as that of the skin friction, Cf .
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riblets. Philosophical transactions of the Royal soci-
ety A: Mathematical, physical and engineering Sciences,
369(1940):1412–1427, 2011.

[6] Gallagher J. and Thomas A. Turbulent boundary layer
characteristics over streamwise grooves. In 2nd Applied
aerodynamics conference, page 2185, 1984.

[7] Bacher E.V. and Smith C. A combined visualization-
anemometry study of the turbulent drag reducing mech-
anisms of triangular micro-groove surface modifications.
In Shear Flow Control Conference, page 548, 1985.

[8] Choi K.S. Near-wall structure of a turbulent boundary
layer with riblets. Journal of fluid mechanics, 208:417–
458, 1989.

[9] Walsh M. and Lindemann A. Optimization and appli-
cation of riblets for turbulent drag reduction. In 22nd
aerospace sciences meeting, page 347, 1984.

[10] Cafiero G. and Iuso G. Drag reduction in a turbulent
boundary layer with sinusoidal riblets. Experimental
Thermal and Fluid Science, 139:110723, 2022.

[11] Carlomagno G.M. and Cardone G. Infrared thermogra-
phy for convective heat transfer measurements. Experi-
ments in fluids, 49:1187–1218, 2010.

[12] Incropera F.P., DeWitt D.P., Bergman T.L., Lavine A.S.,
et al. Fundamentals of heat and mass transfer, volume 6.
Wiley New York, 1996.

[13] Eckert E.R.G. and Drake Jr R.M. Analysis of heat and
mass transfer. 1987.

2



ERCOFTAC
European Drag Reduction and Flow Control Meeting – EDRFCM 2024

September 10th–13th, 2024, Turin, Italy

SINUSOIDAL RIBLETS FOR TURBULENT DRAG REDUCTION

S. Cipelli
Institute of Fluid Mechanics, Karlsruhe Institute of Technology, 76131 Karlsruhe, Germany

M. Quadrio, F. Gattere
Department of Aerospace Science and Technologies, Politecnico di Milano, 20156 Milan, Italy

A. Chiarini
Complex Fluids and Flows Unit, Okinawa Institute of Science and Technology, 904-0495 Okinawa, Japan

P. Luchini
Dipartimento di Ingegneria Industriale, Università di Salerno, 84084 Fisciano, Italy
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MOTIVATION

Drag reduction strategies can be classified into two main
categories: active and passive. Active techniques typically in-
volve wall movements, either in the spanwise or wall-normal
direction, which can achieve significant drag reduction, up
to 50% at low Reynolds numbers. However, their industrial
application is constrained by substantial power consumption
required for wall movement, and more critically, by the tech-
nical challenges associated with the physical implementation
of the control mechanisms. In contrast, passive techniques,
although offering smaller gains in terms of friction reduction,
require only modifications to the wall geometry, making them
easier to integrate into the aeronautical industry.
This work specifically focuses on riblets, a groovy type of
surface geometry belonging to the passive category. Riblets
typically achieve a friction drag reduction of 5÷10% compared
to a smooth surface. The underlying physical mechanism for
drag reduction with riblets is well understood and can be at-
tributed to a viscous differential effect of the wall on parallel
and cross-flow, resulting in a difference between two virtual
origins [5] ∆h = h∥ − h⊥, known as the parallel (h∥) and
perpendicular (h⊥) protrusion heights. These quantities de-
pend solely on the cross-section shape, as they are always
non-dimensionalized with the square root of the groove cross-
section area lg . The two virtual origins indicate the position of
a flat wall capable of producing the same average velocity pro-
files in the two directions; when the parallel origin is below the
perpendicular one, the wall geometry impedes the cross flow
more than the longitudinal flow, leading to drag reduction. In
turbulent flows, this mechanism fully describes riblet behavior
in the viscous regime, where riblets are extremely small, as the
Reτ -independent roughness function ∆U+, used to quantify
drag, is given by ∆U+ = h+

⊥−h+
∥ [4]. For riblets of increasing

dimensions, [2] showed that the concept of protrusion heights
for parallel and transverse flow must be generalized to virtual
origins for streamwise (l+U ) and turbulent (l+T ) flows, as drag
reduction is generally quantified as ∆U+ = l+T −l+U . While the
virtual origin for mean flow (l+U ) can always be related to the
parallel protrusion height (h+

∥ ), the origin for turbulence is a
priori unknown and aligns with that of transverse flow only
for a limited range of small l+g values, necessitating evaluation

through numerical or physical experiments for larger riblets.
For straight riblets, following the observations from [1] re-
garding the position of maximum drag reduction occurring
at approximately l+g = 11, it is theoretically possible to de-
rive a universal roughness function by accounting for ∆h.
This implies that viscous calculations aimed at estimating the
protrusion heights should be sufficient to approximately char-
acterize the drag reduction curve of a given geometry.
The aim of this work, however, is to test riblets with crests
whose spanwise position varies sinusoidally along the longi-
tudinal direction. The idea is to induce spanwise motions
in the near-wall flow that mimic those typical of active con-
trol techniques, such as spanwise forcing [6]. By doing so,
we aim to combine the virtual origin effect characteristic of
straight riblets with the drag-reducing benefits of spanwise
forcing techniques, exploring a potential enhancement of the
performance of straight riblets.

METHOD

The described geometries are investigated through Direct
Numerical Simulations (DNS) in a periodic channel with di-
mensions of (7.5 δ, 3.75 δ, 2 δ) in the streamwise, spanwise, and
wall-normal directions, respectively, being δ the channel half
height. The spatial discretization employs second-order finite
differences, and the timestep is advanced through a third-order
Runge-Kutta scheme. The geometry is represented using an
immersed boundary method (IBM). Riblets are present on
both walls, and the friction Reynolds number is Reτ = 200.
Statistics are averaged over 400 t δ/uτ time units.
Typically, extremely fine grid spacings are required near the ri-
blet tips to ensure proper flow discretization. However, in this
study, we use a uniform grid in the near-wall region where
the minimum grid spacing never falls below 0.5 plus-units.
This is achievable due to the correction of the IBM with local
Stokes and Laplace solutions near the edges. This method, in-
troduced by [3] and previously presented at EDRFCM 2022,
allows for the simulation of full channel flows with riblets on
a smooth-wall-like grid, maintaining the computational cost
around 40 thousand CPU-hours for most configurations.
The simulated geometries include triangular riblets with a
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Figure 1: A summary of the ∆U+ values obtained for all
simulations as a function of the riblets size l+g . The three
labels indicate the straight riblets configuration and the two
sinusoidal configurations, namely ”LONG” and ”SHORT”.

60◦ tip angle spanning the entire drag-reducing regime, from
l+g ≈ 1.5 to l+g ≈ 16.5. We present results for both straight
and sinusoidal riblets, where the sinusoidal waves are defined
by two additional parameters: the wavelength λ+

x and the
maximum inclination with respect to the x-direction βmax.
The simulated sinusoidal geometries are characterized by (λ+

x ,
βmax) = (1500, 2◦) and (250, 12◦), labeled as ”LONG” and
”SHORT” due to their different wavelengths. We calculate
l+T by overlapping the ribbed and smooth wall Reynolds shear
stress profiles in the near-wall region, considering the total
shear stress at the turbulence origin in the evaluation of uτ .
Then, all mean velocity profiles are shifted in the wall-normal
direction to share the same virtual origin for turbulence. The
vertical displacement between these aligned profiles corre-
sponds precisely to ∆U+. The virtual origin for turbulence
is finally calculated as l+U = l+T −∆U+.

RESULTS

An overview of the simulations results is given in Figure
1, where the drag reduction is evaluated in terms of shift of
the roughness function ∆U+. Results demonstrate the suc-
cessful retrieval of drag reduction curves for all geometries,
with minor discrepancies observed for sinusoidal riblets at very
low l+g values (also visible in Figure 2). These discrepancies
are likely due to insufficient resolution for such small geome-
tries. While straight riblets achieve a ∆U+ value around
0.8 for l+g ≈ 10, both considered sinusoidal geometries sur-
pass this value. Specifically, the ”LONG” geometry achieves
∆U+ ≈ 1.0, indicating an improvement of approximately 25%
compared to the straight configuration. Notably, the peaks in
the drag reduction curve for sinusoidal geometries occur at
larger riblet sizes, suggesting that sinusoidal riblets can ex-
tend the viscous regime to higher l+g values.
Further insights can be gained by examining the mean flow and
turbulence virtual origins. In alignment with the earlier dis-
cussion, in Figure 2, we observe that the curves for lU/h∥ and
lT /h⊥ exhibit the expected behavior: the value for lU consis-
tently matches the parallel protrusion height, while lT deviates
from h⊥ as the riblet size increases. As mentioned earlier we
note that for the sinusoidal cases the ratio lT /h⊥ remains con-
stant over a broader range of l+g compared to straight riblets.
This suggests that sinusoidal riblets may extend the viscous
behavior for larger dimensions, potentially delaying the occur-
rence of phenomena such as Kelvin-Helmholtz instabilities and
secondary motions. Future results will determine whether this
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Figure 2: A comparison of virtual origins for the mean flow
(lU ) and turbulence (lT ) to these of the longitudinal (h∥) and
transverse (h⊥) flows, plotted as functions of the riblets size
l+g .

behavior persists at higher Reynolds numbers and if these ob-
servations hold true for different cross-section shapes and/or
different sinusoidal waves.
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INTRODUCTION

The interruption of the turbulence self-sustained cycle leads
to the suppression of the exchange of momentum between the
outer and inner regions of the boundary layer, and as such
to the reduction of the turbulent fluxes near the wall, in turn
promoting an attenuation of the skin friction drag. Under-
standing the scaling, interaction/generation and the role of
coherent motions, i.e. regions of uniform momentum, in the
turbulence production and dissipation has been at the very
core of the research in wall bounded flows [11]. Understand-
ing how to model the coherent motions and their link with
the structures that can be detected in a turbulent boundary
layer, such as haripins and packets of structures has also driven
a large body of research [2, 7].

It has been demonstrated that a large portion of the tur-
bulent kinetic energy in wall bounded turbulence is carried
by these coherent motions [6]. Furthermore, they exchange
momentum and affect smaller turbulence scales by interacting
with the flow through the intense shear layers that generate
at their edges.

Flow conditioning and control approaches aimed at re-
ducing the skin friction drag are typically responsible for a
modification of the structure of the turbulent boundary layer,
and as such, it is expected that they can interact with the
coherent motions that populate a boundary layer. It is there-
fore of interest to understand how they are affected by a given
manipulation of the surface aimed at reducing the drag.

Sinusoidal riblets have been proposed as an alternative so-
lution that could join the benefits of straight riblets with the
spanwise-induced motion of the wall oscillation [9, 10, 3]. The
sinusoidal riblets are obtained by considering grooves modu-
lated by a stream-wise sine wave. [4] experimentally demon-
strated that sinusoidal riblets cater for values of drag reduction
as large as 10%, with an enhancement of about 3% when com-
pared with straight riblets.

While the effect on the skin friction drag is very well as-
sessed and investigated in the literature, no consensus has been
reached on how the riblet surface affects the uniform momen-
tum zones (UMZs). Even less so, the effect of sinusoidal riblets
has not been investigated on the organization of the UMZs in
a turbulent boundary layer.

EXPERIMENTAL SETUP

The experiments were performed in an open circuit wind
tunnel at Politecnico di Torino, and the experimental setup
is similar to the one used in [4, 3] and schematically repre-
sented in figure 1. Four plates were investigated: a flat plate,
a riblet plate with longitudinal grooves (RLONG), and two
riblet plates with sinusoidal grooves (RS1 and RS2). Each
tested plate has a square shape, with a side of 258 mm and
a thickness of 10 mm. This leads to a small gap between the

Figure 1: Schematic representation of the test section with
detail of the removable plate. The track of the laser sheet,
indicated in green, is not to scale.
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Figure 2: Identification of UMZs in a generic instantaneous
velocity field; (a) normalized streamwise velocity u/U∞ in the
streamwise-wall normal plane. Zones with uniform streamwise
velocity are marked by black lines; (b) pdf of the normalized
streamwise velocity u/U∞.

edge of the tested plate and the flat plate. A labyrinth seal
was mounted underneath the plate to avoid leaks through the
tested inserts and the fixed flat plate.

The three riblet plates are characterized by the same groove
profile, having a parabolic shape. The height of the groove is
h = 210 µm whilst the spacing between two grooves is s = 300
µm, thus resulting in a h/s = 0.7. The two sinusoidal riblets
are characterized by the same wavelength λ =19.2 mm, thus
leading to at least 13 wavelengths on the tested plate; con-
versely, two different values of the amplitude a are considered,
with a = 0.15 mm in the RS1 and a = 0.6 mm in the RS2
case, respectively.

RESULTS

The UMZs are large-scale structures of regions of flow with
roughly the same velocity magnitude. [1] hypothesised that
the observed UMZs are caused by the presence of highly or-
ganised hairpin-like structures that form packets. Under these
assumptions, it is possible to observe an increase in the num-
ber of UMZs (NUMZ) with increasing Reynolds number as
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Figure 3: a) Pdf of the number of UMZs detected in the tur-
bulent boundary layer for the Smooth, RLong, RS1 and RS2
cases, at two values of the Reynolds number, Reθ = 2900
(continuous line) and Reθ = 3900 (dashed line).

the range of scales increases. As a consequence, when com-
paring with investigations at higher values of the Reynolds
number, it is expected a higher mean value of UMZs. A
histogram-based approach was implemented to determine the
UMZs, following the approaches proposed by [5, 7]. Figure 2a
shows a representative instantaneous realization of the flow
field with colourmap of the streamwise velocity normalized
with the freestream U∞, and with overlaid black isolines indi-
cating the edges of the UMZs. In the present investigation, the
streamwise extent of the window used to determine the UMZ
is set to 520 wall units for all the cases. Furthermore, regions
of the flow at y+ < 50 are also excluded from the analysis, as
well as the non-turbulent region of the flow [8], i.e. beyond
the turbulent/non-turbulent interface.

The velocity vectors that simultaneously satisfy the previ-
ous constraints are used to produce the pdf of the streamwise
velocity component, which is then subdivided into 100 bins.
Figure 2b shows two clear peaks, that can be associated with
the modal velocities of the UMZs. A UMZ is identified as the
midpoint between two consecutive values of the modal veloc-
ity, and as such leads to two UMZs in the example reported
in Fig. 2.

For fixed Reynolds number, Fig. 3 shows that the number
of uniform momentum zones reduces in the RS cases. More
specifically, the Smooth and the RLong cases are typically
characterized by quite similar behaviour, with a peak of the
pdf occurring at NUMZ = 3. The corresponding sinusoidal
cases, instead, feature a reduction in the number of UMZs.
Following the perspective proposed by [1], this can be inter-
preted as an attenuation of the coherent structures arising
in the turbulent boundary layer and wall-normal momentum
transfer, owing to the weakening of the internal shear layers
that arise at the edges of the UMZs. From a more global
perspective, another possible interpretation of the result is a
homogenization of the momentum when the flow is manipu-
lated via sinusoidal riblets, associated with the reduction of
the UMZ.

It is also interesting to investigate the effect of the riblet
geometry on the conditionally averaged velocity profiles cal-
culated across the innermost UMZ. The fact that the UMZ
is a relevant feature of the flow field is confirmed by the fact
that there is a velocity jump, denoted by a different slope of
the velocity profile. The results show that the riblet geometry
is associated with a reduced velocity jump across the UMZ.
This can be linked with an attenuation of the structures that
has been demonstrated when comparing the riblet geometry
with the smooth wall [3]. The presentation will focus on the
link between the attenuation of the UMZs and the coherent
structures that are generated in the turbulent boundary layer,

when manipulated with sinusoidal geometries.
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INTRODUCTION

Passive strategies for drag reduction in wall-bounded flows
often involve tampering with the near-wall flow structures
through modifications in the surface texture. The addition
of riblets (or grooves) aligned with the mean-flow direction is
arguably one of the most popular of such strategies [4, 6]. To
some extent, however, riblets are often regarded as an aca-
demic exercise due to being strongly influenced by the flow
direction and the relatively small values of drag reduction
when deployed at scale. These limitations can be partly alle-
viated by modifying the stream-wise structure of the riblet.

This work builds on recent experiments by [3, 2] showing
how sinusoidal riblets (riblets modulated by a stream-wise
wave) can outperform classical riblets yielding larger values
of drag reduction. Nevertheless, the inherent limitations of
the experiments did not allow the authors to elucidate the
undergoing physics in the vicinity of the groove. In this
contribution, we use direct numerical simulation (DNS) data
obtained at a friction Reynolds number Reτ = 540 to investi-
gate the local flow structure near sinusoidal riblets.

NUMERICAL SETUP

The incompressible Navier-Stokes equations were solved in
a doubly periodic channel of half-height δ, using second-order
finite differences on a staggered grid for spatial derivatives and
second-order Adams-Bashforth method for the time integra-
tion. The friction Reynolds number of Reτ = 540 is imposed
through the constant driving force in the stream-wise direc-
tion. The no-slip and impermeability conditions at the riblets
are imposed following an iterative version of an embedded
boundary method described in [1]. As that method requires a
Fourier representation of the surface, the riblets are inherently
smoothed at the tip; this effect is minimised by retaining over
half the wavenumbers in the span-wise direction.

A symmetric configuration of the channel is adopted with
riblets on mirrored both the top and bottom walls, such that
their mid-planes are 2δ apart. The two surfaces are offset by
half the domain size along the homogeneous directions with
respect to each other so as to minimise blockage effects. The
grids used are uniformly discretised in the homogeneous di-
rections with spacings of ∼ 3δν and 0.4δν in the stream- and
span-wise directions, respectively. Along the wall-normal di-
rection, a uniform spacing of 0.5δν is used below the riblets’
crests, the grid is then stretched using a hyperbolic tangent
function yielding a maximum spacing of ∼ 4δν . For this grid,
a time step of 4×10−5δ/uτ led to numerically stable solutions.

RESULTS AND DISCUSSION

The stream-wise velocity profile and the stream-wise-wall-
normal velocity component of the Reynolds shear stress tensor
are plotted in figure 1 (a) and (b), respectively, as a function
of the wall-normal location. The profiles are plotted for vari-
ous locations across the groove, with the blue line indicating
the centreline, the red line at the tip and the magenta line
indicating the spatial averaged profile.

The u+ and −u′w′+ profiles are shifted to account for the
effect of the rough wall, as suggested by [5]. In particular,
the profiles are shifted to match the origin of the turbulence
production, resulting in |∆z+| ≈ 6.5. The resulting velocity
profiles show an upward shift, which corresponds to a value
of the Hama function ∆U+ ≈ 0.6, in agreement with the
drag reduction effects of the riblets identified in the turbulent
boundary layer experiments of [3].

The stream-wise-wall-normal component of the Reynolds
shear stress tensor shows a significant variability depending
on the location across the groove. In particular, at the tip,

the −u′w′+ profile changes sign, thus leading to a region of
the flow with negative turbulence production.

Shifting the focus to the spatial organization of the flow
field, it is possible to see that, similar to the case of stream-
wise-aligned riblets, mean-flow vortical structures aligned with
the stream-wise direction develop just above the riblets tip [6].
In the present case, we observe that the wavy nature of the
riblets causes the strength of these structures to alternate in
phase with the riblet waviness itself, as shown in figure 2.
These flow structures are associated with spatial inhomogene-
ity in the near-wall mean flow which can not only interfere
with the turbulence but have drag-inducing/reducing effects,
both of which can be analysed with our data.

It is possible to infer that the stream-wise aligned flow
structures are those responsible for the local organization of
the Reynolds shear stresses, which are found to be responsible
for the negative turbulence production, and as such weaken
the turbulence feeding the mean flow.
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(a) (b)

Figure 1: Mean stream-wise velocity (a) and stream-wise-wall normal component of the Reynolds shear stress tensor (b) at different
locations across the groove for the sinusoidal riblet case. The data are shifted according to the procedure proposed by [5].

Figure 2: Averaged flow field (on the y − z plane) at 8 evenly spaced locations along a stream-wise period of the riblets. The
colours show the stream-wise component of vorticity, the arrows and streamlines are obtained from the span-wise and wall-normal
mean velocities.
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INTRODUCTION

Canopy flows, common in nature [2], occur when a wall-
bounded flow interacts with numerous slender objects pro-
truding from a surface (like the flexible filments in figure 1),
such as trees in forests or plants in fields. These obstacles
significantly alter surface wind dynamics, enhancing turbu-
lence and mixing, thus affecting surface ozone levels and seed
dispersal. In water, marine currents frequently interact with
seagrass meadows and different animal furs are associated to
different swimming performances. Anatomically, ciliated sur-
faces in the bronchial epithelium and intestinal villi facilitate
mucus transport and nutrient absorption, respectively. The
study of canopy flows is thus motivated by their ubiquity
and critical functions. Engineering applications include meta-
surfaces for microfluidics and submerged canopies for coastal
protection, due to their ability to attenuate waves and reduce
sediment movement. Understanding canopy flow dynamics of-
fers insights into natural phenomena and supports innovative
engineering solutions.

In this work we employ direct numerical simulations (DNS)
to investigate turbulent fluid motion and flexible filament dy-
namics within a dense submerged canopy, focusing on the
effect of the filament flapping on canopy drag. At the meet-
ing, building on top of our investigation [4], we will provide
detailed characterisations of the flow above and within the
canopy, compare these with experimental measurements, and
assess the impact of variations in the filament density. Ad-
ditionally, we will characterise the individual motion of the
filaments in the canopy and reconcile it with the picture we
previously drew for a single isolated filament [3].

METHODS

We employ our well tested DNS solver Fujin (https:
//groups.oist.jp/cffu/code) to simulate the turbulent flow
of an incompressible fluid in an open channel, bounded from
below by a no-slip wall covered by a dense canopy, and from
the top by a free-slip surface. Fujin tackles the Navier-Stokes
equations in primitive variables, sampling them on a stag-
gered cartesian grid and adopting second order central finite
differences. It resorts to a projection-correction scheme, solv-

∗Email for correspondence: Giulio.FoggiRota@oist.jp
†Currently at: Centre for Maritime Research and Experimen-

tation, STO—NATO, 19126, La Spezia, Italy
‡Currently at: Universidad Carlos III de Madrid, Leganés,

28911, Madrid, Spain

Figure 1: Computational domain with the fluid region and
flexible filaments, coloured from dark to light green with their
elevation.

ing the Poisson equation for the pressure with an efficient
decomposition library (2decomp) coupled to an in-place spec-
tral solver based on the Fourier’s series method. The motion
of the flexible filaments is modelled solving an extended ver-
sion of the distributed-Lagrange-multiplier/fictitious-domain
(DLM/FD) formulation of the continuum equations: a gener-
alisation of the Euler-Bernoulli beam model allowing for finite
deflections, but retaining the inextensibility constraint. We
follow an approach like that of Huang et al. [5], coupling
the fluid and the structure at their interface through a no-slip
boundary condition enforced by the force distribution com-
puted with a Lagrangian immersed boundary method (IBM ).

RESULTS

Our study covers various Cauchy numbers, Ca ∈
{0, 10, 25, 50, 100}, indicating the ratio between the fluid de-
forming force and the filament elastic restoring force, at a
fixed value of the bulk Reynolds number based on the domain
height, Reb = 5000. Increased filament flexibility reduces the
canopy frontal area, yielding a weaker drag discontinuity at
the canopy tip and less intense velocity fluctuations. Conse-
quently, the canopy drag decreases with increasing flexibility
(aligning with the available experimental results). Saturation
is attained once the fully deflected filaments pile one on top
of the other, parallel to the wall. Furthermore, the turbulent
kinetic energy spectra within the canopy confirm the spectral
short-cut mechanism [2], while a regular energy cascade is
observed above the canopy tip. Increased filament flexibility
enhances velocity fluctuations within the canopy, but reduces
them outside due to the weakening of the shear layer.
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Figure 2: Shear stress balance contributions integrated across the wall normal direction for frozen canopy cases at different Ca
values. Flexible case results are shown as thinner red-hatched bars.

Within the canopy, turbulence is quasi-2D near the bottom
wall, becoming isotropic between the inner inflection point and
the virtual origin of the outer flow. A strongly anisotropic
state is attained approaching the canopy tip, and the flow
exhibits a behaviour consistent with what observed in conven-
tional channel flows moving above it, thus supporting outer
similarity arguments [1]. Turbulence inside the canopy ap-
pears to be sustained by intense events generated in the outer
flow, induced by the structures populating the close proximity
of the shear layer, with only the strongest sweeps penetrating
the canopy due to filament obstruction. On the other hand,
ejections are less obstructed by the filaments and thus domi-
nate the inner-outer flow interactions.

In a flexible canopy, the motion of the filaments is tightly
coupled to the large scale coherent fluctuations of the turbu-
lent flow [6]; in turn, the flow is affected by the flapping motion
of the filaments along with their wakes at significantly smaller
scales, due to the spectral short-cut mechanism. To assess
the consequences of this complex fluid-structure interaction
we inhibit it, “freezing” the flexible canopy in one of its in-
stantaneous configurations, and we compare the flow attained
above such peculiar rigid canopy to the flow developed above
its flexible counterpart. We repeat the comparison for all the
non-zero values of Ca in this study. The macroscopic effect
of freezing the flexible canopy in its instantaneous configura-
tion, despite the increased average velocity difference between
the filaments and the fluid, is a reduction of its total drag
(which nevertheless remains higher then in an open channel
at Reb = 5000 without the canopy). As visible in figure 2,
the driving pressure gradient dP/dx is reduced with respect
to all the flexible canopy cases, reported for reference as thin-
ner vertical bars highlighted with a red hatched fill. dP/dx
is made dimensionless with the channel height H, the fluid
density ρ, and the bulk velocity Ub. The viscous shear contri-
bution remains small and constant, while the canopy drag is
slightly depleted. The most significant reduction is undergone
by the turbulent shear, which is therefore almost completely
responsible for the depletion of drag compared to the flexible
cases. Indeed, the decrease of the driving pressure gradient is
accompanied by a reduction in all the Reynolds stress com-
ponents across the channel height, attributed to a diminished
energy input into small-scale turbulence and a more effective
obstruction of intense vertical interactions by the frozen fila-
ments.

Consistently with our previous work on the flapping states
of a clamped flexible fiber in wall turbulence [3], also here we
observe two regimes of motion for the filaments: one domi-
nated by their structural natural response and one by turbu-

lence. At the transition between the two, resonance occurs.
Furthermore, in the turbulence dominated regime, all the fila-
ments exhibit the same dominant flapping frequency dictated
by the largest flow structures regardless of the filament struc-
tural parameters, once again supporting the outcome of our
precursory study. Yet, in the canopy, an increase in the fila-
ment density prompts the dominance of the natural response,
as the filaments shield each other and are less deflected by the
mean flow.

OUTLOOK

Here we have assessed how the flapping motion of the flex-
ible filaments affects the total canopy drag, yet such flapping
might have a non negligible effect also on the turbulent mixing,
which is the topic of an upcoming investigation. Our results
also pave the way towards the simulation of realistic scenarios,
constituted by more accurate plant models. At the meeting
we will further characterise the dynamics of the structure and
of the fluid, providing insights to develop accurate turbulence
models for RANS and LES simulations without resolving the
flow at the filament scale.
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INTRODUCTION

Turbulent boundary layers (TBLs) experiencing adverse
pressure gradients (APGs) are more industrially relevant com-
pared to zero pressure gradients (ZPGs). However, limited
knowledge exists regarding the impact of elevated freestream
turbulence (FST) on TBLs with moderate APGs. While
extensive research has investigated the influence of FST on
canonical ZPG turbulent boundary layers, there remains a
notable gap in understanding the impact of elevated FST
on TBLs subject to moderate APGs, particularly in non-
equilibrium developing flows and over real airfoils rather than
idealized flat plates with imposed pressure gradients. In ZPG
TBLs subjected to freestream turbulence (FST), pivotal in-
vestigations were undertaken by [5, 4], utilizing two distinct
passive grids in a wind tunnel study, with the boundary layer
measured over a flat plate. They examined a maximum Tu

(u′/Uinf) of 5.8%. [3] investigated the impact of freestream
turbulence on turbulent boundary layers at relatively low
Reynolds numbers, 500 < Reθ < 2500. Two passive grids
were employed to induce FST with turbulence intensities up
to 7%. Results indicated that skin friction was influenced by
both Reynolds number and freestream turbulence intensity.
Similarly, [2] demonstrated an increase in skin friction with
FST in turbulent boundary layers for 1000 < Reθ < 7000. In
a subsequent analysis [1], the influence of FST on the turbulent
boundary layer profile shape was examined. While the loga-
rithmic region remained relatively unaffected by freestream
turbulence, the presence of the wake was strongly dependent
on FST levels.

Compared to ZPG TBLs, adverse pressure gradients
(APGs) induce notable alterations in turbulent statistics. Pre-
vious studies have identified a secondary peak in production
located in the outer region of the boundary layer. This peak
enables significant diffusion of turbulent energy towards the
wall, resulting in amplified normal stresses near the wall [7].

EXPERIMENTAL SETUP

The experimental campaign has been conducted in the ON-
ERA Toulouse TRIN 2 subsonic wind tunnel. A sketch of the
experimental setup is reported in figure 1. The test model is
a NACA 0015 aerofoil. Varying the angle of attack (2 and
4◦) adjusted the pressure gradient, and hotwire anemometry
measured boundary layer properties at different chordwise po-
sitions (x/c = 0.400–0.625, with β = δ∗/τ0dP/dx = 0.3-1.2).
The FST level was increased using static grids, resulting in

levels ranging from 0.15 to 6%. The chord-based Reynolds
number was kept constant at around 250,000 for all configu-
rations.

The boundary layer surveys were obtained using constant
temperature hot-wire anemometry using a Dantec Dynamics
Streamline Pro system with a 90C10 module and a 55P15
boundary-layer probe.

(a) (b)

Figure 1: Sketch of the experimental setup

The free-stream turbulence development along the aerfoil
is detailed in figures 2 (a) and in 2 (b) the spectrum of the
free-stream turbulence is reported.

Figure 2: Free-stream turbulence evolution along the profile
(a), spectral content of the FST at a fixed streamwise postion.

PRELIMINARY RESULTS

In figure 3 the mean and variance velocity profiles are re-
ported at iso streamwise position for AOA = 4◦. The wake
increases due to the APG but it decreases due to FST (as
previously reported in the literature). The occurrence of an
outer peak already present for the low Tu (due to the APG)
is further enhanced by the FST. The inner peak increases.

The FST increases the boundary layer thickness and re-
duces the shape factor as reported in figure 4.
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Figure 3: Non-dimensional velocity and standard deviation
profiles at x/c = 0.625 for the four values of turbulence in-
tensities for AOA = 4◦. The arrow indicates the turbulence
intensity increase.
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Figure 4: Streamwise evolution of the boundary layer param-
eters for AOA = 4◦ and different Turbulence intensities, (a)
boundary layer thickness, (b) shape factor, (c) momentum
thickness based Reynolds number.

The skin friction coefficient, obtained with the fitting
method proposed by [6], is reported in figure 5. The fric-
tion coefficient for an APG diminishes with respect to a ZPG
condition (Coles-Fernholz relation for smooth, ZPG turbulent
boundary layer reported in solid line). However the friction
coefficient increases when increasing the FST approaching the
ZPG value for the highest FST.

The variance profiles have been separated in small and large
scales contributions. The threshold chosen is λx = 8δ to bet-
ter isolate the effect of the FST (whose spectral content is
reported in figure 2 (b)). As depicted in figure 6, the large
scales due to the turbulence penetrate into the near wall region
and are responsible for the near wall peak increase, reported
in figure 3 (b) and the skin friction increase. This penetration
is further enhanced by the APG (not shown here).

The current results suggest that any flow-control strategy in
industrially relevant application (namely in presence of FST
and APG) should address the large-scale structures even at
low Reynolds number.
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Figure 5: Skin friction coefficient as function of momentum
thickness Reynolds number.
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INTRODUCTION

In this study, a theoretical and computational solution for
analysing the stability of rotating boundary layers is applied
to the flow over a broad rotating cone in axial flow, for the
first time. The investigation includes a direct comparison with
experiments conducted via infrared thermography (IRT) and
particle image velocimetry (PIV) techniques. The mean flow
field is perturbed leading to disturbance equations, and both
are solved via a robust spectral numerical method employing
Chebyshev polynomials.

In the aerospace industry, this problem depicts flow over
rotating machinery components at the leading edge of a turbo-
fan. Laminar-turbulent transition within the boundary layer
can result in significant drag increases, which negatively im-
pacts fuel efficiency, energy consumption and noise generation.

Delaying transition to turbulence can counteract these ef-
fects and controlling the primary instability may be one route
to achieving this. Ultimately, real-time control of the govern-
ing input parameters, in this case rotational speed, oncoming
flow and surface curvature, for such a problem may lead to
future design improvements and potential cost savings.

However, other related control mechanisms have also been
investigated for this geometry, in particular, the effects of or-
ganised roughness on the non-stationary modes of the flow
instability, and the current study will report on these.

Current results are discussed in terms of existing exper-
imental data and neutral stability curves for broad-angled
rotating cones, which are susceptible to the crossflow instabil-
ity observed for flow over a rotating disk, and this instability
is visualised in terms of co-rotating spiral vortices.

Importantly, favourable comparisons are obtained with the
experimental results, in particular with regards to the critical
Reynolds number and critical location of onset of the most
dangerous mode for the governing crossflow instability, as il-
lustrated in Figs. 1 and 2.

FIGURES
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Figure 2: Instantaneous thermal footprints on the unwrapped
cone surface of the spiral vortices on a rotating broad cone of
half-angle ψ = 45◦.
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INTRODUCTION

For over four decades, a considerable research effort has
been devoted to the study of turbulent skin-friction drag and
control methods for mitigating this drag [2]. In this work, we
present an appealing passive method with the prospect of con-
trolling wall-bounded turbulence. Helmholtz resonators (HR)
show potential in manipulating wall-bounded turbulence as
they can be frequency-tuned to the temporal scales of velocity
fluctuations within wall-bounded turbulence [5, 4]. Dacome
et al. [3] explored the interaction between a single minia-
ture Helmholtz resonator and a grazing Turbulent Boundary
Layer (TBL) flow, through varying independently its inner-
scaled orifice diameter, as well as its inner-scaled resonance
frequency. They revealed that behind the resonator, an am-
plification of the streamwise velocity fluctuations appeared
at a scale close to the one of resonance. This resonance-
induced amplification co-existed with a notable decrease in
large-scale energy. Particularly, the changes in the spectral
energy content of the flow became more pronounced when the
natural frequency of the HR aligned with the peak frequency
of the wall-pressure spectrum. The objective of this study is
to explain the physical mechanism responsible for large-scale
energy attenuation. For this purpose, spatio-temporal data
is required to assess the interaction of the incoming velocity
fluctuations and fluctuations associated with the resonator re-
sponse, on a per-frequency basis. For acquiring these data,
experiments have been conducted using time-resolved particle
image velocimetry (TR-PIV).

LAYOUT OF EXPERIMENTS

Experiments were conducted in a low-speed open-return
wind tunnel facility (W-tunnel) comprising a zero-pressure
gradient development section for a TBL flow. Details of the
facility are described by Baars et al. [1]. Flow conditions and
TBL parameters of the nominal boundary layer flow at 3.17 m
downstream from the leading-edge are summarized in Table 1.

U∞ (m/s) Reτ δ (mm) lv (µm) Uτ (m/s)

15.0 2300 72.0 30.3 0.52

Table 1: Nominal TBL parameters.

A single HR was embedded in the spanwise-center of the
bottom wall at a distance of 3.17 m from the leading edge.
The diameter of the orifice was d+ = 60 and the considered
natural frequency was tuned to match one-to-one with the
peak of the wall pressure spectrum, which is known to reside
at λ+

p ≈ 250 (f+
p ≈ 1/25) and to be invariant with Reτ as

shown in the literature [6].
Time-resolved planar velocity fields were measured with

high-speed PIV. Illumination was provided with a Quantronix
Darwin Duo-527 Nd:YLF laser (2x25 mJ @ 1 kHz). The

thickness of the laser sheet was kept to 1 mm. Imaging was
performed using a Photron FASTCAM SA1.1, comprising a
12-bit sensor of 1024×1024 px2 at 5.4 kHz, and a 20 µm pixel
size. A Nikon lens with a 200 mm focal length was utilized,
set to an aperture f# of 4. Additionally, a teleconverter was
employed to double the optical magnification, reaching a value
of 1. The acquisition frequency was set to 14.94 kHz, and the
corresponding sensor resolution was 750 × 512 px2. In total,
6 sets of 14400 consecutive images were acquired uninterrupt-
edly (resulting in 6 × 14400 images per measurement case:
the baseline boundary layer and the resonator case). A photo
of the TR-PIV setup, alongside a schematic of the resonator
and field-of-view (FOV), are shown in fig. 1. DaVis 10.2 soft-
ware was used for system synchronization, image acquisition,
and PIV processing. Cross-correlations of the time-resolved
recordings were carried out using the sliding sum of corre-
lations technique [7] with a length of 4 frames. The PIV
parameters are summarised in Table 2.

Lx

micmic

mic

Ly
y

ptbl

pc

x

(a)

(b)

Figure 1: (a) Photograph of the TR-PIV setup. (b) Schematic
of the HR under grazing flow, including the pinhole-mounted
microphone located upstream, as well as an indication of the
fluctuating pressure measurements, ptbl and pc.

RESULTS

Availability of time-resolved velocity fluctuations allows for
a detailed inspection of how the resonator alters the spectral
energy content of the TBL flow. The energy spectrogram of
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(a) (b) (c)

Figure 2: (a,b) Premultiplied energy spectrogram of the streamwise velocity fluctuations, f+φ+
uu at x+ = 100, for (a) the baseline

TBL and (b) the embedded Helmholtz resonator case. (c) Percentage difference between the premultiplied energy spectrograms
presented in sub-figures (a) and (b). A positive (red) value indicates a larger energy content in the case of the embedded Helmholtz
resonator.

Field of view 14× 9.5 mm2

Image resolution 53.7 px/mm
Interrogation window 24× 6 px2

Processing technique Sliding sum of correlation
Overlap 75%
Vector pitch 0.056mm, 2lv
Measurement rate 14.94 kHz

Table 2: PIV measurement parameters.

the baseline boundary layer flow is shown in fig. 2a, with along-
side in fig. 2b the altered spectrogram downstream of the HR,
at x+ = 100. In both of these spectrograms, one can observe
that the inner peak is well-captured with the TR-PIV at the
location (y+; f+) ≈ (15; 0.01).

To highlight changes in the spectrograms, the percentage
difference between the contours in fig. 2a and fig. 2b is plotted
in fig. 2c. There is an observable narrow-band increase in the
streamwise velocity fluctuations around the resonator’s natu-
ral frequency. This region of increased energy is confined to a
wall-normal location of approximately y+ = 30 at this down-
stream location, and reaches up to 60% in intensification. In
addition, the resonator amplifies the energy of smaller scales
(i.e., higher frequencies) at super resonance, up to 20%. Fur-
thermore, a broader band of energy attenuation is observed at
larger scales up to 40%, resulting in a significant depletion of
energy within the spectral-inner peak.

DISCUSSION AND FULL CONTRIBUTION

The resonator’s frequency alignment with the peak-
frequency of the wall-pressure spectrum results in the exci-
tation of scales near and above resonance while attenuating
the energy of sub-resonant scales. This phenomenon is at-
tributed to the local impedance at the resonator’s orifice. In
the full conference contribution it will be highlighted that the
attenuation of large-scale energy resides within the near-wall
region beyond a distance of x+ = 300 downstream of the res-
onator (beyond our field-of-view). Concurrently, intensified
smaller resonance-scales recover relatively quickly, at roughly
x+ = 200, to the level of the baseline case.

The phenomenon by which the resonance scales are intensi-
fied and the large-scales are suppressed is attributed to the lo-
cal impedance condition that is established at the resonator’s
orifice. Temporal evolution of the velocity fluctuation fields at
different scales are presented in support of our hypothesis. By
disrupting the inner-spectral peak of the streamwise velocity

fluctuations and diminishing the energy of the larger struc-
ture’s footprint near the wall, Helmholtz resonators placed at
frequencies near the peak-frequency of the wall-pressure spec-
trum demonstrate potential scalability with friction Reynolds
number and applicability in the construction of control sur-
faces for skin-friction drag manipulation.
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INTRODUCTION
Transverse near-wall forcing as a means to mitigate skin-friction drag

in turbulent flows has gathered significant attention, owing to its potential
for substantial environmental and economic benefits [10]. Beginning
with the seminal work on spanwise wall oscillations by Jung et al. [4],
three decades of research efforts led to important progress; however,
several crucial factors still hinder the deployment of spanwise forcing to
industrial settings. One of the major challenges concerns the diminishing
efficacy of drag reduction with increasing Reynolds numbers 𝑅𝑒, as
industrial scenarios are often characterised by a large value of 𝑅𝑒.

In the present work, we address the Reynolds-dependence of skin-
friction drag reduction induced by streamwise-traveling waves of span-
wise wall velocity (StTW) [9], thanks to their large potential for drag
reduction at small energy expenditure. With StTW the following wall
velocity distribution is imposed:

𝑤𝑤 (𝑥, 𝑡 ) = 𝐴 sin (𝜅𝑥 − 𝜔𝑡 ) , (1)

where 𝑤𝑤 is the spanwise (𝑧) velocity component at the wall, 𝐴 is
the maximum wall velocity and thus a measure of the amplitude of
the spanwise forcing, 𝜅 is the streamwise wavenumber, 𝜔 is the an-
gular frequency, and 𝑥 and 𝑡 are the streamwise coordinate and time,
respectively.

While extremely important, the studies that addressed the 𝑅𝑒-effect
on the drag reduction potential of StTW so far suffer from some limita-
tions. The numerical study by Gatti & Quadrio [2] is comprehensive but
has been performed in computational domains of reduced size, with only
few validations in regular domain sizes limited up to a friction Reynolds
number based on the friction velocity of the unmodified channel of
𝑅𝑒𝜏0 = 1000. Rouhi et al. [11] extended the parametric study of StTW
to 𝑅𝑒𝜏0 = 4000 but employed large eddy simulations (LES) and domain
sizes marginally larger than those by Gatti & Quadrio [2]. Marusic et
al. [5] and Chandran et al. [1] observed for the first time that the drag
reduction potential can increase with 𝑅𝑒 but based their evidence on
a comparison between high-𝑅𝑒 experimental data and lower-𝑅𝑒 LES
data.

METHOD
A new high-fidelity direct numerical simulation (DNS) dataset of tur-

bulent open-channel flows is produced to study the effect of the Reynolds
number up to 𝑅𝑒𝜏0 = 6000 on the reduction of turbulent drag achieved
by StTW, enforced as wall boundary condition for the spanwise velocity

𝑅𝑒𝑏 𝑅𝑒𝜏0 𝑁cases 𝑁𝑥 × 𝑁𝑦 × 𝑁𝑧 Symbol
20000 994.4 71 2304 × 165 × 1536 !
43650 2002.2 71 4608 × 265 × 3072 "
68600 3009.0 7 6912 × 355 × 4608 #
148000 6010.1 3 13312 × 591 × 9216 •

Table 1: Details of the direct numerical simulations of open channel
flows modified by StTW, grouped in sets of 𝑁cases simulations performed
at a constant value of bulk Reynolds number 𝑅𝑒𝑏 = 𝑈𝑏ℎ/𝜈. 𝑅𝑒𝜏0 is
the friction Reynolds number in the reference uncontrolled channel at
the same 𝑅𝑒𝑏; 𝑁𝑥 , 𝑁𝑦 and 𝑁𝑧 are the number of grid points in the
direction indicated by the subscript. The last column indicates the color
and symbol employed in the following figures to represent each set of
simulations.

component after equation (1). The database is designed to be high-
fidelity, exploits the same method throughout the 𝑅𝑒 range and employs
computational domains of regular size. Thus, it circumvents the main
shortcomings of previous studies.

The open channel flow is essentially half a channel flow with a
symmetry boundary condition at the centreplane, and is chosen here to
halve the computational cost without affecting the drag reduction results.
The computer code used for the DNS is based on the classic fractional
step method with second-order finite differences on a staggered grid
[3, 6].

Four sets of simulations, whose details are listed in table 1, are
run at prescribed values of bulk Reynolds number 𝑅𝑒𝑏 = 𝑈𝑏ℎ/𝜈, by
enforcing the bulk velocity 𝑈𝑏 as described in [8]. Each set comprises
one reference simulation, in which the wall is fixed, and a variable
number of cases with StTW applied at different values of {𝐴, 𝜅 , 𝜔}. In
the following, we will refer to each simulation set via its (nominal) value
of 𝑅𝑒𝜏0 . Figure 1 shows the portion of the {𝜅+, 𝜔+}-space spanned
in the present study. We consider only 𝐴+ = 5, value at which StTW
achieve the maximal net power saving. Here the superscipt + indicates
viscous units defined with the reference friction velocity 𝑢𝜏0 , as opposed
to ∗, used to indicate the same units yet defined with the actual friction
velocity 𝑢𝜏 .

All DNS are carried out in a box with 𝐿𝑥 = 6𝜋ℎ and 𝐿𝑧 = 2𝜋ℎ,
which is larger than what has been adopted by [11] at similar values of
𝑅𝑒 and sufficient to accommodate large-scale turbulent structures, as
shown by a comparison with results from [12]. The mesh resolution for
these cases is designed based on the criteria discussed by [7].

1

# 11



Figure 1: Portion of the parameter space spanned in the present study
overlaid to the drag reduction map by [2] computed at 𝐴+ = 5. Each
symbol corresponds to a single simulation performed at the Reynolds
number encoded by its shape, as described by the legend. All simulations
are performed at 𝐴+ = 5.

Figure 2: Maps of R as a function of the angular frequency 𝜔+ and
wavenumber 𝜅+ of the forcing at 𝑅𝑒𝜏0 = 1000 ( ) and 𝑅𝑒𝜏0 =
2000 ( ). The symbols are colored after table 1 and show the
parameters of each simulation underlying the map interpolation shown
in the figure.

RESULTS
Figure 2 shows the percent drag reduction R = 1−𝑐 𝑓 /𝑐 𝑓0 , defined as

the relative control-induced change of skin-friction coefficient at 𝑅𝑒𝜏0 =
1000 and 𝑅𝑒𝜏0 = 2000. As predicted by the model proposed by Gatti &
Quadrio [2], R is observed to decrease within the statistical uncertainty
as 𝑅𝑒 increases. The maximum value of drag reduction at 𝑅𝑒𝜏0 = 2000
is achieved at larger values of 𝜅+ compared to the lower value of 𝑅𝑒.

Gatti & Quadrio [2] showed that the drag reduction effect by spanwise
forcing becomes in fact constant with 𝑅𝑒, provided it is not expressed
via R, that is per se a 𝑅𝑒-dependent quantity, but through the Reynolds
number-invariant parameter Δ𝐵∗. This quantity, which expresses the
main effect of StTW to induce a change Δ𝐵∗ of the additive constant in
the logarithmic law for the mean velocity profile, is shown in figure 3.
The figure clearly shows only minor changes of Δ𝐵∗ between the two
Reynolds number considered above, confirming that at these values of
𝑅𝑒, R decreases with 𝑅𝑒 itself.

At the conference, we will discuss the database in its entirety, includ-

Figure 3: Maps of Δ𝐵∗ as a function of the angular frequency 𝜔+ and
wavenumber 𝜅+ of the forcing at 𝑅𝑒𝜏0 = 1000 ( ) and 𝑅𝑒𝜏0 =
2000 ( ). Symbols as is figure 2. Contour lines are placed every
unity with dashed lines indicating Δ𝐵∗ = 0

ing results up to 𝑅𝑒𝜏0 = 6000 both in terms of drag reduction and net
power saving.
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INTRODUCTION

We experimentally investigate standing wave (SW) forcing
of a turbulent boundary layer (TBL) through transverse wall
motion, to assess its potential for skin friction drag reduction
(DR). This choice for studying steady SW forcing is motivated
by the relatively sparse attention devoted to understanding the
efficacy of this mechanism at high Reynolds numbers, com-
pared to oscillating wall and travelling wave forcing [1]. The
reference configuration for this approach is one where the forc-
ing is imposed as a spatially distributed sinusoidal spanwise
wall velocity [2]:

Ww(x) = A sin

(
2π

λx
x

)
, (1)

where A is the spanwise velocity amplitude and λx the stream-
wise wavelength of actuation. The coordinates of the x, y, and
z denote the streamwise, wall-normal, and spanwise directions,
respectively, with corresponding velocity components U , V ,
and W . Viscous scaling with the superscript ‘+’ is based on
the non-actuated friction velocity uτ0. This abstract presents
a novel experimental actuator that relies on steady forcing
by a series of spanwise running belts, of which a preliminary
version was recently presented by Knoop et al. [3].

EXPERIMENTAL SETUP

The experimental setup, depicted in fig. 1 (a), comprises
an array of 48 streamwise-spaced belts that can be activated
to run in alternating spanwise directions, thereby creating a
spatial square-wave forcing. This choice was justified by the
DR efficacy of non-sinusoidal forcing as discussed previously
by Cimarelli et al. [4]. The belts are 15 mm wide with a 2
mm streamwise separation, resulting in a length lS = 17 mm
of one “belt-element”, while the number of elements in one
waveform is denoted by S. To realise a flush actuation sur-
face, the belts are embedded in an aluminium surface plate
with 50 µm tolerances. The setup is tested in a zero pressure
gradient TBL at 2.35 m downstream of the tripping location.
Flow conditions are: U∞ = 5 m/s, with boundary layer char-
acteristics: δ = 70.3 mm, uτ0 = 0.21 m/s, and Reτ = 957.
A three-camera planar PIV experiment was performed in the
streamwise-wall-normal (x− y) plane, as schematically shown
in Fig. 1(b), to capture the upstream portion and eight belts
over the actuation surface.

U(y)

xz

y

C1 C3C2
U(y)

x

y

(b)

(a)

Figure 1: Schematics of (a) the experimental apparatus and
(b) the PIV experiment. Coloured arrows and belts indicate
their respective positive (red) and negative (blue) Ww.

RESULTS

In contrast to previous channel flow direct numerical sim-
ulations, the current experimental setup offers a unique op-
portunity to investigate the streamwise transients associated
with turbulence modification. A belt configuration is selected
where the waveform comprises four belt elements (i.e. S = 4).
This results in a viscous wavelength λ+

x = 943, in the order
of the optimum found in the literature [2], with an actuation
amplitude of A+ = 12.

We first consider the spatial evolution of the mean stream-
wise velocity profiles, presented in fig. 2. Profiles are sampled
on every other belt (i.e., belts 1, 3, 5, 7), spatially averaged
over the 1 mm central region. These profiles clearly reflect
a DR, signified by the upward shift of the logarithmic layer.
A monotonically increasing trend with x is evident, and a
short transient can be observed, asymptoting beyond belt 4
(i.e., one actuation phase) to achieve a DR = 33%. This
finding contrasts the 2-3 actuation periods found by Agostini
et al. [5]. We conjecture the shorter transient is attributed
to the “stronger” efficacy of square-wave over sinusoidal forc-
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Figure 2: Spatial evolution of the mean velocity profile the non-actuated case (black) and actuated at λ+
x = 943, A+ = 12 (blue).

Note that scaling is performed in this case with the friction velocity uτ of the individual cases, indicated by a superscript ‘*’.

(a)

(b)

(c)

(f)

Figure 3: x − y contours of the second-order statistics (a,b) uu+ and (c,d) −uv+, for the (a,c) non-actuated and (b,d) actuated
case. Shaded areas indicate belts and their spanwise velocity: grey W+

w = 0, red W+
w = 12, and blue W+

w = −12.

ing [4]. A similar picture emerges when we consider the
second-order statistics in fig. 3. The forcing strongly atten-
uates the streamwise normal stress, attaining a quasi-steady
energy state within one wavelength. A pronounced phase-wise
dependence of turbulence modification can be observed for the
Reynolds shear stress, which is attenuated from the wall. In
addition to the near-wall modification, a more gradual tran-
sient can be observed in the attenuation into the logarithmic
layer.
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ABSTRACT

Spanwise forcing at the wall in the form of streamwise-
travelling waves is applied to the suction side of a transonic
wing to reduce its aerodynamic drag. The study, carried out
with direct numerical simulations (DNS), extends our previous
results [2], also presented at the last EDRFCM in Paris, and
shows that shifting the shock wave downstream is key to en-
hancing the global aerodynamic efficiency and to reducing the
overall drag. An extensive parameter study discusses analogies
and differences with the incompressible plane case, provides
quantitative metrics for the effectiveness of the forcing, and
for the first time describes how the interaction between the
shock wave and the turbulent boundary layer is modified by
the control. It is found that, when the suction-side shock is
delayed, the size of the ensuing separation correlates well with
the reduction in skin friction. Moreover, the observation of
the transient after the sudden application of control brings to
light the key physical effects of the control.

BACKGROUND

The potential of spanwise forcing for reducing turbulent
skin-friction drag in aeronautical application has received so
far little attention: despite the large drag reduction rates pre-
dicted by DNS in plane incompressible plane channel and pipe
flow [5], so far few studies explored realistic flows featuring
non-planar geometries and compressibility effects. At EDR-
FCM 2022 we presented [3, 2] the first DNS of spanwise forcing
via streamwise-travelling waves (StTW) of spanwise velocity
[4] applied on a transonic wing with a shock on the suction
side. Changes in position and intensity of the shock alters the
aerodynamic performances of the wing significantly. In partic-
ular, the aerodynamic efficiency of the profile was improved.
We estimated a 9% net reduction of the total aerodynamic
drag on an entire aircraft when the angle of attack is reduced
to retrieve the original lift. This seminal work only tested two
quite similar configurations, whose control parameters were
deduced from incompressible information; the extent and po-
sition of the surface area where the forcing is applied were
just guessed. Moreover, an in-depth analysis of the physics

behind the control-induced changes to the flow was lacking.
The present work extends our previous study by addressing
two goals. The first one is to explore the parameter space
of the forcing variables together with the position and extent
of the controlled region, such that analogies with the incom-
pressible plane channel flow can be identified and discussed in
terms of drag reduction and power budget. The second goal,
instead, lies in understanding the link between control param-
eters and flow physics, to arrive at the description of how the
streamwise-travelling waves, and the forcing in general, affect
the complex physics of the shock/turbulent boundary layer
interaction.

NUMERICAL METHODS

This work consists in DNS of the airflow around a transonic
wing slab. The section profile is a supercritical airfoil, and the
flow field is discretized with a mesh consisting of 536×106 grid
points and complying with the requirements for fully-resolved
turbulent scales. The compressible Navier–Stokes equations
for a calorically perfect gas are solved with a second-order,
energy-consistent finite-volumes numerical code [1]; the inflow
is laminar, and turbulence is tripped numerically at 10% of
the chord downstream of the leading edge on both sides of the
wing. The flow features steady conditions of Mach number
Ma∞ = 0.7, chord-based Reynolds number Re∞ = 3 × 105,
and angle of attack α = 4◦, the latter corresponding to the
angle of maximum aerodynamic efficiency of the wing. Flow
control is applied on a portion of the suction side of the wing,
and is achieved via StTW, an active technique in which the
spanwise velocity component at the wall evolves according to:

Ww(x, t) = A sin (κxx− ωt)

where A is the forcing amplitude, and κx,ω are the spatial
and temporal frequencies of the forcing, respectively. Two ad-
ditional control parameters are represented by the beginning
and end position of the actuated surface on the suction side of
the wing (xb, xe, respectively). One simulation reproduces the
reference uncontrolled scenario, while the space of the param-
eters is explored via 26 DNS in which all the control variables
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are modified at a constant angle of attack. Two additional
simulations reproduce a controlled and an uncontrolled sce-
nario at a reduced angle of attack (α = 3.45◦).

RESULTS

The aerodynamic coefficients of the airfoil are modified as a
consequence of the changes in the wall stresses induced by the
application of StTW. The aerodynamic efficiency is defined as
E = CL/CD, where CL, CD are the lift and drag coefficients,
respectively. The percentage changes of these variables, to-
gether with the one of the pitching moment Cm,TE at the
trailing edge, are plotted in Figure 1. E generally increases
by approximately 10%, with the exception of one case, where
StTW cause drag increase and efficiency decrease. Inter-
estingly, the drag coefficient of the wing changes little as a
consequence of the friction-reducing control, and sometimes
even increases (∆CD > 0). Clearly, changes in the efficiency
are primarily related to enhanced values of CL; the same can
be observed for the pitching moment with respect to the trail-
ing edge (Cm,TE), which is mostly built on normal stresses.

These changes descend from the shift of the shock towards
the trailing edge; a second effect is its intensification, which
consequently affects the shock/turbulent boundary layer in-
teraction. This has major consequences on the flow. Fig-
ure 2 shows a detail of the friction coefficient Cf in the
region of its local minimum. When StTW are effective, a
major decrease of Cf is observed before the shock. The
increased adverse longitudinal pressure gradient is however
transmitted without changes across the boundary layer, and
the slower near-wall flow becomes more prone to separation.
The curves are colored according to the skin-friction drag re-
duction ∆Cf = 1 − Cf/Cf,0 extracted at x/c = 0.4 on the
suction side of the wing (the ‘0’ subscript denoting the refer-
ence uncontrolled simulation), and show that cases with small
∆Cf have minimal or no separation. One drag-increasing case,
instead, presents a globally increased friction coefficient. A
comparison with data from the incompressible channel flow
confirms that StTW yield analogous effects on Cf on the
transonic wing. We found that, when present, the size of the
separated region correlates well with ∆Cf . Furthermore, from
the analysis of the temporal transients ensuing after the acti-
vation of control, we deduced that the presence of recirculation
is a consequence of the modified position of the shock, and not
a direct effect of the application of StTW.

Deciding position and extent of the actuated portion of
the suction side represents a non-trivial problem, where the
increase in aerodynamic efficiency should be maximized by
limiting as much as possible the power consumption of the
forcing. We tested different configurations changing xb, xe,
and found that withdrawing the control from the post-shock
region has positive consequences, while delaying the beginning
of the actuation has detrimental effects on the performances
of the wing.

With the two simulations performed at α = 3.45◦, a re-
duced incidence chosen for the controlled wing to produce the
same lift of the reference wing, we estimated a total reduc-
tion in the aerodynamic drag of a full aircraft equal to 12.5%.
This is a huge figure, and its value has to be appreciated also
in view of the negligible power cost when compared to the
power required for cruise fight.

At the Meeting, we will also compare StTW as applied to
the plane channel flow and to the transonic wing, as a function
of the control input. We will provide a first description of how
the classical transonic shock wave/turbulent boundary layer

interaction is altered by the control, and how the topology of
the shock system is affected by the reduced levels of friction
brought about by the spanwise forcing.

0.02 0.04

κ∗
x

−5

0

5

10

15

%
∆

L1

0.0 0.5

ω∗

L2

0.02 0.04

κ∗
x

L3

∆CL

∆CD

∆Cm,TE

∆E

Figure 1: Percentage changes of lift, drag, trailing edge pitch-
ing moment and aerodynamic efficiency.

Figure 2: Friction coefficient Cf : zoom at its local minimum
on the suction side. The dashed line is the reference uncon-
trolled case. The value of ∆Cf is encoded in the line color.
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INTRODUCTION

Turbulent skin friction drag reduction is a longstanding ob-
jective in fluid mechanics research. Over the years, various
flow control techniques, both active and passive, as well as
open-loop or closed-loop, have emerged. Among all the pos-
sible techniques, the oscillating wall (OW) stands out for its
effectiveness. OW is an active method that is capable of posi-
tive net energy savings. Moreover it is conceptually simple as
requires no feedback from the flow.

With OW, the wall moves periodically, with period T , in
the spanwise direction according to ww(t) = A cos(ωt), where
ww is the spanwise velocity at the wall, A the oscillation am-
plitude and ω = 2π/T the oscillation frequency. This wall
oscillation is able to create the so-called Stokes layer, whose
interaction with the near wall turbulence reduces friction drag.

There is broad consensus that an optimal oscillation pe-
riod exists which maximizes drag reduction. For simulations
at constant flow rate, this optimal period is T+

opt ≈ 100, when
scaled with the viscous units of the uncontrolled flow. However
there is no shared view to interpret this optimal value and the
drag reduction mechanism in general. However, several ideas
regarding the working mechanism of the OW technique sug-
gest that turbulent structures may play a central role. For
instance, the optimal period may be linked to characteris-
tic timescales of near-wall turbulence. T+

opt could be related
to a convective time scale derived from the ratio between
the typical length of near-wall streaks and their convection
velocity. In an unmodified channel flow, these values are ap-
proximately λ+

x = O(103) and U+
conv = O(10) at a location

consistent with the location of the streaks. This would result
in T+

opt ≈ λ+
x /U+

conv ≈ 100. Whether or not the coincidence of
this time scale with the optimum forcing period is physically
significant remains an open question [5]. This time scale is
obviously not the only option, several others are possible, for
instance [1] calculated the streak amplification time and tried
to relate it to the optimal period of the forcing.

In this work, we take inspiration from the work by [2], where
the longest turbulence structures in a turbulent channel flow
were artificially damped to understand the importance of long
streaks in near-wall turbulence dynamics. The OW technique
is applied here to a damped channel flow, characterized by an
altered turbulence in terms of length scales and time scales, in
an attempt to elucidate the role of near wall turbulence time
scales in the working mechanism of the OW.

METHODS

We consider DNS of a channel flow at Reb = Ubh/ν =
10000, where Ub is the bulk velocity, h half the height of
the channel and ν the kinematic viscosity. This corresponds
to Reτ = uτh/ν ≈ 550 for the unmodified and unforced
case, where uτ is the friction velocity. In the following x, y

and z represent respectively the streamwise, wall-normal and
spanwise directions, while u, v, w represent the corresponding
velocity components. The employed code solves the Navier–
Stokes equations in the v−ωy formulation, employing Fourier
expansion in the homogeneous directions x and z and compact
finite differences in y.

To damp the system a filter, similar to the one employed in
[2], is used. At each time step, the filter explicitly zeroes all the
Fourier modes of the wall-normal vorticity, ω̂y , characterized
by a streamwise wavelength above a threshold λx,f as

ω̂y(kx, y, kz) = ω̂y(kx, y, kz)F (y) ∀kz , kx < 2π/λx,f (1)

where F (y) is a function that is either 0 or 1 and allows to
control the y location where the damping is applied.

The OW technique is applied in comparative form to the
reference damped/undamped case: the oscillation amplitude
is kept fixed at A+ = 12, while the oscillation period is varied
from T+ = 25 to T+ = 200. Two different sets of experi-
ments of damped turbulence are performed. In one case, only
the near-wall flow is damped, i.e. F (y) = 0 for y+ < 60
and F (y) = 1 otherwise. In the other, only the outer flow is
damped. The specific wall distance y+ = 60 is chosen after
[3], who showed that below y+ = 60 wall turbulence survives
autonomously. Multiple simulations are performed by varying
the parameter λx,f in (1), e.g. by filtering modes with dif-
ferent wavelengths. The obtained modified turbulence is then
characterized via relevant time scales for the streamwise ve-
locity component u. In particular, following [4], we compute
the space-time autocorrelation function to extract the typi-
cal Eulerian and Lagrangian time scales of the flow at the y
position where the streamwisse velocity fluctuations are most
intense. These two time scales will be referred respectively
as T+,E

u and T+,L
u , these will be always expressed in + units

but the superscript will be dropped in the following for clar-
ity. TE

u and TL
u can be interpreted respectively as the time a

turbulent structure take to completely pass over a fixed point
and as the life-time of a turbulent structure itself.

Since damping by itself reduces the turbulent friction, it
is important to point out that the superscript + indicates,
as usual, scaling in viscous units computed with the friction
velocity of the case without OW, and additionally that the
friction velocity is the one of the damped simulation itself.

RESULTS

One reference undamped simulation was carried out, while
six damped simulations without OW were performed, three
cases filtered near the wall and the remaining three far from
the wall. Table 1 summarizes all the results for the reference
simulations in terms of Reτ and time scales. It reports also
the value of λx,f for the damped simulations. Ref indicates
the reference undamped simulation, I-2, I-3 and I-4 are the
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simulations where the inner flow at y+ < 60 is damped, and
λx,f is chosen to damp the second, third and fourth longitudi-
nal wavenumber. Correspondingly, O-2, O-3 and O-4 are the
simulations where the outer flow is damped.

λx,f/h λ+
x,f Reτ TE

u TL
u

Ref - - 545 20.9 80.8

I-2 3.14 1624 517 6.2 28.7

I-3 2.09 1043 498 4.9 24.2

I-4 1.57 742 473 4.0 20.3

O-2 3.14 1494 476 15.7 51.6

O-3 2.09 913 437 15.7 51.6

O-4 1.57 602 384 13.6 46.0

Table 1: Results in terms of Reτ and time scales for all the
seven reference simulations. Ref is the reference undamped
simulation. For the reference damped simulations I-2, I-3, I-4
(filtered near the wall) and O-2, O-3, O-4 (filtered far from
the wall) also the value of the threshold λx,f is reported.

As expected [2], increasing the number of damped modes,
i.e. reducing λx,f , leads to a reduction of Reτ , yet all cases
remain fully turbulent. Damping far from the wall results in
a lower Reτ compared to damping near the wall. This can be
explained by the greater volume damped if the filter is applied
far from the wall.

Calculated values for of TE
u and TL

u for the reference flow
are in accordance with [4]. Damping has a significant effect
on the time scales: TE

u and TL
u are reduced, especially for

the inner damping. Indeed, directly filtering the near-wall
region reduces the streamwise extent of near wall turbulent
structures, that must be shorter than λ+

x,f , which immediately

translates in a decrease of TE
u for the inner damping. Instead,

outer damping shows a minor effect on the time scales.
Moving on to the application of the OW, Figure 1 plots the

results of the small parameter studies carried out for each of
the seven cases discussed above, in terms of the percentage
drag reduction DR% obtained at various oscillation periods

T+. DR% is defined as DR% = 100
Cf0

−Cf

Cf0
, where Cf0 is

the skin friction coefficient of the reference simulation and Cf

is the one of the forced simulation.
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Figure 1: DR% as a function of the forcing period T+.

The optimal forcing period T+
opt, as visible from Figure 1,

shifts towards smaller periods, if the reference simulation is
damped. As expected, for the undamped case T+

opt ≈ 100.

The inner damping decreases it to T+
opt ≈ 50, while outer

damping yields T+
opt ≈ 80. Another relevant change is the

maximum DR% attainable. Compared to the undamped case,
DR%max is always smaller for inner damping, as part of

the drag reduction margin is already taken away from the
damping. Differently, with outer damping DR%max tends to
increase. This may be linked to a Reynolds effects, as the
decrease in Reτ causes the OW to become more effective.

The shift of T+
opt towards shorter periods may be linked to

the decrease in the time scales of turbulent structure near the
wall. As shown in Figure 2 there is a general trend of decreas-
ing of T+

opt accompanied by a reduction in both Lagrangian
and Eulerian time scales.
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Figure 2: Left: trend of T+
opt against the Lagrangian time scale

TL
u . Right: trend of T+

opt against the Eulerian TE
u . O-2 and

O-3 markers are superimposed.

As illustrated in Figure 3, this trend does not follow a linear
pattern. The ratio between T+

opt and the time scales increases
as the life scale decreases, suggesting that faster dynamics of
near-wall turbulence require a slower control.
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Further research is ongoing to clarify the physical relevance
of the presented patterns and whether one time scale (La-
grangian or Eulerian) prevails over the other.
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INTRODUCTION
Efforts to reduce turbulent skin-friction drag are important for both

environmental and economic reasons. Various methods have been
proposed over the years, and among these, techniques that use active
predetermined wall-based actuation without feedback are particularly
noteworthy for their simplicity and effectiveness.

This study examines spanwise forcing [3], which has been proven
effective at high Reynolds and Mach numbers and offers significant
energy savings. The simplest and earliest variant of spanwise forcing
is the spanwise oscillation of a plane wall [2]. Although the spatially
uniform oscillation is not among the most efficient implementations, it is
considered here as the prototypical form of spanwise forcing, because its
working principle is shared by the other variants. The wall periodically
oscillates in the spanwise direction as a function of time 𝑡 according to
a prescribed harmonic law

𝑤𝑤 (𝑡) = 𝐴 sin
(
2𝜋
𝑇

𝑡

)
, (1)

where 𝑤𝑤 is the spanwise velocity component of the wall (the other
components are set to zero), and 𝐴 and 𝑇 indicate the amplitude and
period of the oscillation.

The harmonic oscillation of the wall generates a spanwise cross-flow
that is periodic after space- and phase-averaging, and that superimposes
to and interacts with the turbulent flow. The phase-averaged spanwise
flow coincides (small deviations are present for large𝑇 ) with the analyt-
ical laminar solution 𝑤𝑆𝐿 (𝑦, 𝑡) of the second Stokes problem, hereafter
referred to as the Stokes layer or SL, which reads:

𝑤𝑆𝐿 (𝑦, 𝑡) = 𝐴exp
(
− 𝑦

𝛿

)
sin

(
2𝜋
𝑇

𝑡 − 𝑦

𝛿

)
, (2)

where 𝛿 is the SL thickness and 𝑦 the wall-normal coordinate. Since
the maximum amplitude 𝐴 of the wall oscillation only appears as a
multiplicative factor because of the linearity of the governing equations,
the SL is shaped by the remaining two parameters 𝑇 and 𝛿. These two
quantities are not independent, and once 𝑇 is set, 𝛿 is determined as a
function of 𝑇 and the fluid kinematic viscosity by

𝛿 = 𝛿𝑆𝐿 (𝑇 , 𝜈) ≡
√

𝜈𝑇

𝜋
, (3)

where the SL thickness 𝛿 defined above is the wall distance where
the maximum spanwise velocity during the oscillation reduces to
𝐴 exp(−1) .

Starting from the early numerical studies of [2] and [1], the
available evidence indicate that there is an optimal oscillation pe-
riod 𝑇𝑜𝑝𝑡 , which corresponds to an optimal Stokes Layer thickness

𝛿𝑜𝑝𝑡 = 𝛿𝑆𝐿 (𝑇𝑜𝑝𝑡 , 𝜈) , for which drag reduction is maximized. There
is general agreement that 𝑇 +

𝑜𝑝𝑡 ≈ 100, corresponding to a penetration
depth of the SL of 𝛿+𝑜𝑝𝑡 ≈ 5.7.

Despite the evidence, there is no consensus on the physical interpre-
tation of these optimal values which can be understood in more than one
way. For instance, 𝑇𝑜𝑝𝑡 can be directly linked to other time scales in
the flow, such as the characteristic lifetime of near-wall coherent struc-
tures. Additionally, due to the flow’s convective nature, 𝑇𝑜𝑝𝑡 can be
translated into a longitudinal length scale through a convection velocity.
Furthermore, within the Stokes layer, the optimal period also defines
the maximum lateral displacement of the moving wall, 𝐷𝑚𝑎𝑥 = 𝐴𝑇 ,
which is another potentially significant length scale of the flow. The op-
timal period might also be seen as determining the optimal penetration
depth 𝛿𝑜𝑝𝑡 of the Stokes layer via equation 3, representing a diffusion
length scale in the wall-normal direction and a measure of the near-wall
mean spanwise shear. Our inability to distinguish among these various
interpretations reflects our current limited understanding of the overall
drag reduction mechanism associated with the oscillating wall setup.

The objective of this work is to advance this understanding by clar-
ifying the significance of the (𝑇𝑜𝑝𝑡 , 𝛿𝑜𝑝𝑡 ) optimum. Based on DNS,
we move beyond the traditional concept of the oscillating wall and re-
move the constraint 𝛿 = 𝛿𝑆𝐿 (𝑇 , 𝜈): we explore the complete (𝑇 , 𝛿)
two-dimensional space of parameters and investigate the role of𝑇 and 𝛿
separately. In other words, instead of imposing the harmonic spanwise
oscillation of the wall to generate the SL, we enforce a mean spanwise
velocity profile of the form (2) at each time step, and vary 𝛿 and 𝑇
independently.

METHODS
Direct numerical simulations (DNS) of the turbulent flow in an in-

definite plane channel are carried out, to study the effect of the Stokes
layer generated by the sinusoidal oscillations of the walls after its period
𝑇 and thickness 𝛿 are decoupled. We remove the link (3) between 𝑇
and 𝛿𝑆𝐿 that exists when a true Stokes layer is created by the oscillation
of the wall. An extended Stokes layer profile (ESL)

⟨𝑤 ⟩ℎ (𝑦, 𝑡; 𝛿,𝑇 ) = 𝐴exp
(
− 𝑦

𝛿

)
sin

(
2𝜋
𝑇

𝑡 − 𝑦

𝛿

)
(4)

is indeed enforced directly at each time step; the operator ⟨·⟩ℎ indicates
spatial averaging along the homogeneous directions. While enforcing
an arbitrary profile ⟨𝑤 ⟩ℎ (𝑦, 𝑡) may suggest that the present numerical
experiments are mere thought experiments that are possible with DNS
only, it should be remarked that our procedure is equivalent to solving
the Navier–Stokes equations with the boundary condition (1) and an
additional volume forcing that is practically zero whenever the extended
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Stokes layer (4) reduces to the standard Stokes layer. We measure that
the two techniques almost provide the same results in terms of R, with
a small deviation only at large 𝑇 (see figure 1, where for 𝑇 + = 200 the
relative discrepancy is of 6%); the ESL always provides a smaller R
compared to the true SL. Here we define R = 100× (𝐶 𝑓 0 −𝐶 𝑓 )/𝐶 𝑓 ,0
with 𝐶 𝑓 ,0 and 𝐶 𝑓 the skin friction coefficient of the uncontrolled and
controlled case, respectively. The simulations are carried out at the
bulk Reynolds number 𝑅𝑒𝑏 = 𝑈𝑏ℎ/𝜈 = 7000 for all cases, which
corresponds to a friction Reynolds number of 𝑅𝑒𝜏 = 𝑢𝜏ℎ/𝜈 ≈ 400 in
the unforced case. The oscillating period is varied in the 10 ≤ 𝑇 + ≤ 200
range, while 𝛿 varies between 2 ≤ 𝛿+ ≤ 20. The amplitude of the
forcing is set to 𝐴+ = 12.

0 50 100 150 200
5

10

15

20

25

30

SL
ESL

Figure 1: Drag reduction versus oscillation period for the oscillating
wall (black) and the present approach with 𝛿 = 𝛿𝑆𝐿 (red).

RESULTS

Figure 2 shows that, once 𝛿 and 𝑇 are made independent, the max-
imum drag reduction on the SL line is not particularly meaningful in
view of the global R map. Along the SL line, a maximum R of ≈ 30%,
shown by the black symbol, is indeed found at (𝑇 +

𝑜𝑝𝑡 , 𝛿
+) ≈ (100, 5.7) ,

but the position of the actual maximum in the two-dimensional plane is
larger and quite far from it. Indeed, the global maximum drag reduction
obtained with the ESL is R𝑚𝑎𝑥 ≈ 40%, found for (𝑇 +, 𝛿+) ≈ (30, 14);
see the red symbol in figure 2. Hence, the maximum drag reduction is
significantly larger than that on the SL line, and is obtained by decreas-
ing the oscillating period from 𝑇 + = 100 to 𝑇 + = 30, while at the same
time increasing the SL thickness from 𝛿+ = 5.7 to 𝛿+ = 14. Note that,
when moving along the SL line, it is impossible to change 𝑇 and 𝛿 in
opposite directions. The R map can be divided into different regions
according to the behaviour of the drag reduction at varying parameters
𝑇 and 𝛿. The area of the global optimum is quite broad, spanning the
region of 20 ≤ 𝑇 + ≤ 50 and 8 ≤ 𝛿+ ≤ 14; the values of 𝛿 corre-
spond to the position of the buffer layer, where the near-wall cycle takes
place, suggesting that the maximum R is gained for the ESL effectively
interacting with the near-wall coherent structures of the wall. Where 𝛿
is very small the spanwise motion is confined in the viscous sublayer
where the turbulent activity is weak. Similarly, for small oscillating
periods R is relatively small and independent on 𝛿 since the oscillating
period is too small compared to the flow time scales, and the resulting
oscillating motion and the incoming flow are decoupled. As𝑇 increases
above 𝑇 + > 30, the local optimum thickness 𝛿+ moves towards smaller
values, suggesting that with longer oscillating period the ESL is more
effective when its influence remains confined closer to the wall. For
large 𝑇 , R degrades quickly at large 𝛿. A possible explanation of the
suboptimal R is the spanwise instantaneous velocity field being quite
different from the laminar ESL due to the slow period of oscillation and
large 𝛿 significantly interacting with the underling turbulence.

We conclude that the values 𝑇 + ≈ 100 and 𝛿+ ≈ 6 do not possess a

Figure 2: Drag reduction map in the (𝑇 , 𝛿) space of parameters. The
black thick line indicates the 𝛿 = 𝛿𝑆𝐿 constraint. The red dot identifies
the point of maximum drag reduction, whereas the black dot indicates
the maximum along the line 𝛿 = 𝛿𝑆𝐿 (𝑇 ) . The small black dots indicate
each point of the detaset.

special meaning and they are the optimum when we are constrained by
the control actuator to lie on the black line of figure 2; instead designing
a control which allows to decouple 𝑇 and 𝛿 is able to provide a much
higher R.

The drag reduction potential of the present control needs to be put in
perspective accounting for both benefits, i.e. R and costs, i.e. energy
spent to enforce the control. 𝑃𝑐 is the control power required to create the
ESL, when neglecting the losses of the actuation device. It is expressed
as a fraction of the pumping power needed to maintain a constant flow
rate. We measure that the power is a function of 𝛿 only, once 𝐴 is fixed:
the larger 𝛿, the smaller 𝑃𝑐 .

To compare benefits and costs of the control we define the net energy
saving rate 𝑃𝑛𝑒𝑡 = R − 𝑃𝑐 . For this 𝐴 the oscillating wall leads to
a negative 𝑃𝑛𝑒𝑡 for all 𝑇 , meaning that at 𝑅𝑒𝜏 = 400 the cost of the
actuation overcomes the actual savings. The ESL, instead, guarantees
the possibility of positive net benefits for some (𝑇 , 𝛿) pairs, as the region
of large R corresponds to the region of relatively small 𝑃𝑐 due to the
large 𝛿. For (𝑇 +, 𝛿+) = (30, 20) we measure a non-negligible positive
𝑃𝑛𝑒𝑡 ≈ 17%, which is noteworthy when compared to the negative net
balance of the oscillating wall at this value of 𝐴, whose maximum is
𝑃𝑛𝑒𝑡 ≈ −30%. Also, note that in this work we are considering the
simplest variant of the spanwise forcing.

The positive net power saving obtained when𝑇 and 𝛿 are decoupled
paves the way for the implementation of alternative actuators able to
enforce any velocity profile to the flow field in order to get the maximum
net benefit. The control law does not need to be the result of the choice of
the actuator as in the case of the wall oscillation, but more conveniently
the actuator can be designed to induce the desired control law to the flow
field. The profile of the resultant velocity is not constrained to follow
the law of Eq.(4) anymore and a body force leading to a velocity profile
able to target the mechanism which induces the reduction of drag can be
designed.
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INTRODUCTION

Gusts are ubiquitous occurrences of unsteady flow in avia-
tion. The impact of gusts on airplane safety and comfort has
received wide attention [2, 1]. Therefore, many works on gust
encounters have been conducted over the past several decades,
mainly based on the potential flow theory [6, 3, 7].

Recently, micro air vehicles (MAVs) have developed rapidly
and may operate in complex flight environments at low
Reynolds numbers [5]. More attention has been paid to the
possible flow separation and vortex structures in such an en-
vironment [4].

This paper presents a wind tunnel experiment on the effect
of gusts on the aerodynamic characteristics of NACA0012 air-
foil at different angles of attack. The mechanism behind the
lift enhancement and the lift fluctuation increment around the
stall is revealed.

EXPERIMENTAL SETUP

The experiment was carried out in the low-speed wind
tunnel at Beihang University, whose test section has a cross-
section of 430 mm (width) × 500 mm (height) and a total
length of 5 m. The experimental setup is shown in figure 1.
A pair of NACA0015 airfoils pitching sinusoidally in-phase is
installed upstream of the experimental section to generate a
periodic vertical gust with a frequency of 4 Hz. In the empty
flow field, the peak-to-peak gust angle is 6.5◦. A NACA0012
airfoil with a chord length of 120mm and a span length of
440mm was adopted as the experimental model. Under the
free flow velocity of 7.5 m/s in the experiment, the Reynolds
number based on the chord length was Re = 6.0× 104.

The velocity field of the gust was acquired by two-
dimensional time-resolved PIV measurement with the sam-
pling frequency of image pairs of 800 Hz at the airfoil mid-
span. A Beamtech Vlite-Hi-527-30 high-speed double-pulsed
laser illuminated the desired plane, and a Pco.dimax HS4 high-
speed CMOS camera was adopted to capture image pairs. A
MicroVec Micropulse-725 synchronizer was employed to real-
ize the synchronous measurement of the force and the flow
field by coinciding with the starting time of the two samples.

RESULTS

The aerodynamic characteristics of the airfoil under the
gusty inflow are shown in figure 2. Compared with the steady
inflow, the time-averaged lift coefficient increases significantly.
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Figure 1: Schematic diagram of the experiment.

The stall Angle of attack delay from 10° to 14°, and the max-
imum lift coefficient increases by over 30% from 0.70 to 0.94.
On the other hand, the fluctuation of the lift coefficient in-
creases as well. Around the stall angle of attack particularly,
the standard deviation of the lift coefficient increases signifi-
cantly by over 60% compared with Sears theory, in the range
of 11◦ ∼ 15◦.
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Figure 2: (a) Time-averaged and (b) standard deviation values
of lift coefficient varied with angle of attack.

Figure 3 shows the time-averaged velocity field at α = 13◦.
Under the gusty inflow, the flow remains attached to the lifting
surface, while it is in a large separation state for the steady
inflow, indicating that the gust disturbance can suppress the
flow separation effectively.

Near the stall angle of attack, the flow alternates between
attached and separation periodically, and the lift coefficient
has two peaks in a cycle, as shown in figure 4. With increased
gust angle and velocity above the airfoil, the lift coefficient
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(a)  
Steady inflow

(b)  
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Figure 3: Time-averaged velocity fields at α = 13◦ under (a)
steady inflow and (b) gusty inflow.

gradually increases and reaches the first peak (i). Then, the
leading-edge separation occurs, and the leading-edge vortex is
generated ( ii). The lift coefficient reaches the second peak
as the leading-edge vortex develops (iii). Subsequently, the
leading-edge vortex shed (iv). Finally, as the gust angle de-
creases, the flow gradually returns to the attached flow from
the leading edge to the tailing edge (v). When the flow is just
restored to the attached flow, the velocity above the airfoil re-
mains low; therefore, the minimum lift coefficient is obtained
(vi). Since the high values of the two peaks and the low value
of the minimum, the fluctuation of the lift coefficient increases
significantly.
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Figure 4: Periodic evolution of (a),(b) gust angle and lift co-
efficient, (c) vorticity fields, and (d) velocity fields at α = 13◦

under gusty inflow.
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INTRODUCTION 

Leading-edge bump is a type of passive flow control device 
modified from leading edge undulations. The initial Leading-
edge modifications in the form of tubercles or undulations were 
originated from humpback whale flipper. The specific 
protuberant structure on flipper’s leading edge has been widely 
recognised to be responsible for its excellent turning 
manoeuvres [1]. A model with tubercles was firstly tested [2] in 
a wind tunnel and showed the maximum lift increase and delays 
of the stall angle. Other experimental and CFD results on the 
tubercles on aerofoils and 3D wings showed different levels of 
control effects [3-6]. Some of these results on swept wing 
models did not show beneficial effects at all probably due to the 
complexity of the 3D flow structures, especially at large angles 
of attack, where flow are fully separated. We present a study, 
by experiments and LES simulations, of a single leading edge 
bump flow control effects on a swept wing in the form of a 
vertical tail model. This study is a part of the EU Clean Sky2 
TailSurf project. 
 
METHODOLOGY 

   The effects of leading-edge undulations were studied by wind 
tunnel tests on a vertical tail mode, which has a swept and 
tapered shape with a rudder at its trailing edge.  The model was 
designed in modular structures with exchangeable leading-edge 
part for implementing different undulation flow control devices.  
A variety of leading-edge undulations were designed and tested 
including single and multiple undulations, dog teeth with 
protruding and recessing configurations. The results showed 
that a single protruding undulation (bump) produced the most 
significant effects on side-force enhancement. The optimum 
spanwise location of this single protruding bump was then 
further investigated in the wind tunnel study. The bump location 
and its geometry were fed into the LES simulations, where 
computations were carried out on the baseline model (smooth 
leading edge) and the model with a leading-edge bump. The 
flow field structures, pressure distributions, turbulent kinetic 
energy, streamline patterns and were compared to reveal the 
control mechanism of the bump. 
 
EXPERIMENTAL SET-UP and CFD SIMULATIONS 

    The experiments were conducted in a low-speed, open-return 
wind tunnel at the University of Nottingham. The wind tunnel 
has a test section of 0.9 × 0.9 × 1.5 m, where the freestream 
velocity was set to 10 m/s. The test model was installed (see 
Fig. 1) in the centre of the test section, 0.56 m downstream from 
the inlet, where the turbulence intensity was increased to 4% by 
setting a turbulence-generating grid at the end of the contraction 
section to increase the effective Reynolds number. 

   The vertical tail model has a swept wing shape with a root 
chord length of 0.322 m, tip chord length of 0.148 m and span 
length of 0.4 m, as shown in Fig. 1. The mean aerodynamic 
chord (MAC) was 0.246 m and the leading edge swept angle 
was 32°. The aspect ratio is 1.7 with a span of 0.4 m.  The model 
was vertically mounted on a turntable over the wind tunnel floor 
through a rotation shaft mounted on a three-component strain 
gauge load cell for aerodynamic force measurements. The 
model has an exchangeable leading edge insert to implement the 
leading edge undulations. This insert has a size of 20% of local 
chord in streamwise and 65% of the model span in spanwise. 
The insert and the main model have a crenellated interface to 
secure the mounting of the bump. The bump has peak-to-peak 
amplitude of 12% of the tip chord and its spanwise wavelength 
is 29% of the tip chord [7]. 

   It was found in experiments that the protruding single bump 
performed best among these tested undulations. This single 
bump geometry and location were then used to generate mesh 
for the CFD simulations as shown in Fig. 2.  The structured 
mesh has nodes of Nx × Ny × Nz = 670 × 100 × 150 in the 
streamwise (x), wall-normal (y) and spanwise (z) directions 

Figure 1: Schematic of the vertical tail model with a leading 
edge bump mounted inside the wind tunnel. 

Figure 2: Mesh of the single bump model (a) and the spanwise 
sections where detailed comparisons were made with that of 
baseline case without bump (b). 
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with finer mesh clustered around the bump to have enough 
resolution to account for small flow structures produced by 
bump. The LES with Wall-Adapting Local Eddy-viscosity 
(WALE) model was used for the baseline and bump flow 
simulations. The LES simulation was run at the sideslip angle 
of 8° with a rudder deflection angle of 30°, where single bump 
experimental results showed significant benefit of control on the 
aerodynamic loads.  
 
RESULTS AND DISCUSSIONS 

   Among the tested leading-edge modifications, including 
undulation (sinusoidal) teeth, dog teeth, a single protruding 
undulation (bump) produced the most significant effects on 
side-force enhancement. The aerodynamic loads of a single 
bump at five spanwise positions were shown in Fig. 3. The 
bump lower-edges were located at 92% (No. 1), 83% (No. 2), 
75% (No. 3), 67% (No. 4) and 58% (No. 5) of the model span. 
All the bumps have favorable effects to increase side-force to 
different levels. The maximum increments are from 2.8% to 
10.6% at rudder angles of 30°. For other rudder angles of 0° and 
15° the increments are from 4.3% to 8.5% and from 4.5% to 
8.0%. Among these bumps, the No. 4 tooth with its lower edge 
located at 67% of the model span is outstanding by producing 
the largest side-force increases at all rudder deflections. 

    The CFD simulation results of baseline and this bump were 
shown in Fig 4, where Cp distributions over the suction side of 
the model surface are compared. The bump generated larger 
suction area, and hence produced more side force as expected. 
The streamwise vorticity contours of the baseline and bump 

cases at the lower trough, peak and upper trough spanwise 
sections were shown in Fig. 5. Apparently, the flow separated 
region and wake were significantly reduced by the bump 
control. 
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Figure 3: Comparison of baseline and single protruding tooth 
(bump) loads of the model at rudder deflection angle of 30° and 
Re = 0.17x106. 

Figure 4: Comparison of Cp on the model suction side of LES 
simulation. 

 

Figure 5: Comparison of streamwise vorticity contours. Left 
column for the baseline case and right column for the bump 
case. Top is at the lower trough section, middle is at the peak 
section and the bottom is at the upper trough section.   
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INTRODUCTION

Enhancing fuel efficiency and reducing air pollution in
heavy road vehicles crucially depend on addressing the chal-
lenge of reducing aerodynamic drag [1]. For example, trucks
transported the majority of freight across the UK in 2022,
contributing to 20% of all domestic transport CO2 emissions
in the UK in 2021 [2].

The aerodynamic drag of trucks is dominated by the pres-
sure difference between their frontal area and wake regions.
Several flow motions identified in the wake of canonical Ahmed
body geometries, such as bi-stable wake motions, vortex shed-
ding, and bubble pumping, are related to aerodynamic drag
[5, 6]. Active and passive flow control techniques are com-
monly used to tame wake dynamics and decrease the flow
separation zone at the end of trucks. Adding flaps has been
found to be one effective way to control the wake [4].

Coherent structures play a crucial role in turbulent sep-
aration and wakes [3], therefore, exploring their connection
to drag reduction can enhance the development of effective
control strategies. However, the impact of flaps on coherent
flow structures in the wake zone and their contribution to
pressure recovery and drag reduction is not well understood,
especially in experiments or complex geometries. In this study,
we experimentally investigate the role of flaps on coherent flow
structures and mean flow quantities under various conditions,
including yaw and rolling road scenarios.

EXPERIMENTAL SETUP

The experiment was conducted in the 10’ × 5’ National
Wind Tunnel Facility at Imperial College London. The wind
tunnel was equipped with a rolling road, traverse, and full
boundary layer control. The flow speed was set to U∞ = 8.4
m/s, with turbulence intensity less than 0.25%.

The truck model used was a scaled model (1:14) of a MAN
TGX trailer. The cross-section of the model is 193 mm x 180
mm. It was mounted in the lower section (3.04 m x 1.52 m
x 20 m) of the wind tunnel above a moving floor. The floor
moving speed was set to be the same as the wind speed in the
rolling road scenario. The truck was lifted 5 mm away from the
floor, hanging on the support beams (see figure 1a), allowing
its relative angle to the free-stream flow direction (yaw angle
α) to be adjusted and the force induced by the wind to be
measured. As shown in figure 1(a), the load cell was mounted
below the yaw plate with their relative positions finely tuned.
The load cell used was an ATI Gamma-IP68, which can mea-
sure force in three orthogonal directions (Fx, Fy , Fz) and three
corresponding torques. The transducer is able to measure Fx

and Fy within 65 N with an uncertainty below 1%.

The pressure was measured using a 64-channel digital pres-
sure scanner (Chell µDAQ2-64DTC). It was connected to 36
pressure taps at the rear plate of the truck and to 18 taps at
the side walls via a tubing system. Four flaps were mounted
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Figure 1: (a) Experimental setups in a wind tunnel; (b) dia-
gram of data flow in the experiment. P: pressure scanner; F:
load cell; M: flap motors; C: camera; S: support beams.

at the rear of the truck, precisely controlled by four motors
(RMD-L-50005 for the left and right, RMD-L-4005 for the top
and bottom). The chord length was 30 mm for the straight
flap. Both straight and non-uniform flaps were explored in the
experiment.

Particle image velocimetry (PIV) was performed to mea-
sure the wake downstream of the rear plate. The field of view
was set in the middle of the rear plate, with the high-speed
camera viewing from the roof of the wind tunnel. The 2D
PIV measurement was conducted at 200 Hz using double-pulse
mode. The trigger of the imaging system is synchronised with
the start of pressure and force measurements. The diagram of
data flow is shown in figure 1(b).

RESULTS

A comparison between the averaged (approximately 2500
frames) streamwise velocity contours with flaps mounted at
0◦ and with flaps removed is shown in figure 2(a) and (b). It
shows that the wake region becomes a triangular zone behind
the truck when using the flaps. The low momentum zone
in (b) has a sharper convergent angle and a modified bubble
area. For the yaw scenario, a similar comparison is shown in
figure 2(c) and (d). When the flaps were mounted, they were
parallel to the truck body (yawed to the right). Due to the
yaw effect, the bubble zone is more asymmetric than in the
straight scenario. The bubble zone with the flap on is observed
to be confined closer to the truck and is inclined towards the
right flap.

Figure 3 shows the Power Spectral Density (PSD) for the

1

# 19



(b)(a)

(d)(c)

no flap

no 
yaw

  flap

  yaw

Figure 2: Comparison of streamwise velocity contour based
on PIV measurement. (a) no yaw, no flap; (b) no yaw, with 4
flaps; (c) no flap, yaw at 5◦; (d) 4 flaps, yaw at 5◦.

four cases shown above based on the anti-symmetric pressure
(P̄l(t) − P̄r(t)) at the rear base. Here, P̄l(t) represents the
average of 18 pressure measurements on the left part of the
rear plate, while P̄r(t) represents the average of 18 pressure
measurements on the right. There are two main modes for
all cases, St ≈ 0.1 and St ≈ 0.2 related to anti-symmetric
coherent vortex shedding. The results demonstrate that with
4 flaps, the PSD is greatly reduced, especially for the yaw case,
and the flaps successfully suppress the coherent oscillations in
the near wake.
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Figure 3: Comparison of Power Spectral Density (PSD) based
on the asymmetric pressure (P̄l(t)− P̄r(t)) at the rear plate.

The flap geometry and a detailed correlation between the
velocity data and the pressure/force data are also analysed
in this study. Though not shown here, we also investigated
the rolling road effect, which is important for quantifying and
characterising drag reduction strategies in realistic regimes.
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INTRODUCTION

We present the main results of our paper Olivucci et al.,
J. Fluid Mech. (2021) [2]. A turbulent channel flow modi-
fied by the motion of discs that are free to rotate under the
action of wall turbulence is studied numerically. The Navier-
Stokes equations are coupled nonlinearly with the dynamical
equation of the disc motion, which synthesizes the fluid-flow
boundary conditions and is driven by the torque exerted by the
wall-shear stress. We consider discs that are fully exposed to
the fluid and discs for which only half of the surface interfaces
the fluid. The disc motion is thwarted by the fluid torque in
the housing cavity and by the torque of the ball bearing that
supports the disc. For the full discs, no drag reduction occurs
because of the small angular velocities. The most energetic
disc response occurs for disc diameters that are comparable
with the spanwise spacing of the low-speed streaks. A per-
turbation analysis for small disc-tip velocities reveals that the
two-way nonlinear coupling has an intense attenuating effect
on the disc response. The reduced-order results show excel-
lent agreement with the nonlinear results for large diameters.
The half discs rotate with a finite angular velocity, leading
to large reduction of the turbulence activity and of the skin-
friction drag over the spinning portion of the discs, while the
maximum drag reduction over the entire walls is 5.6%. The
dependence of the drag reduction on the wall-slip velocity and
the spatial distribution of the wall-shear stress qualitatively
match results based on the only available experimental data.

NUMERICAL PROCEDURES

Figure 1 shows the schematics of the flows we have stud-
ied. An incompressible turbulent flow between parallel flat
walls fitted with spinning discs is investigated. The flat discs,
flush-mounted on the walls, are free to rotate under the vis-
cous action of the turbulent channel flow. No motors are
used to move the disc and therefore these drag reduction
techniques are passive. The turbulent channel flow with the
freely-rotating discs is studied via direct numerical simulation.
The open-source code Incompact3D is used to simulate the
flows [1] and all flows are at a Reynolds number 4200, based
on the maximum laminar Poiseuille velocity at the same mass
flow rate and the half channel height.

The velocity is null over the stationary portions of the walls,
while it coincides with the local disc velocity when the fluid
passes over a disc. The boundary conditions are time depen-
dent because they are determined by the rigid-body dynamics
of the discs, driven by the instantaneous wall-shear stresses

exerted by the wall turbulence on the surfaces of the discs.
The system dynamics is therefore ruled by a two-way cou-
pling between the fluid and freely-rotating discs. The detailed
description of this coupling is presented in our paper Olivucci
et al., J. Fluid Mech. (2021) [2]. Two configurations are con-
sidered: a full-disc layout where two coaxial discs, one on each
wall, are fully exposed to the viscous action of the turbulent
flow, and an arrangements of rows and columns of half discs,
for which only the right half of the discs is wetted by the fluid.

Figure 1: Schematic of a) the single freely-rotating disc of
increasing diameter and b) the rows and columns of half discs.

RESULTS FOR THE FULL DISCS

For all the diameters tested, the discs oscillate randomly
around W = 0, where W is the tip velocity of the discs. The
variance of W is larger at small diameters, the oscillations of
the disc becoming less intense as the diameter increases. Be-
cause of the small angular displacements, no drag reduction
occurs on the disc surface. As for other moving-wall drag-
reduction techniques, a minimal value of the wall velocity,
about W+ = 1, is required for the wall turbulence to be af-
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Figure 2: Root-mean-square values of the disc-tip velocities
W+ in the coupled case and W+

0 in the uncoupled case as
functions of the disc diameter. The blue full circles denote
the coupled-dynamics data and the red empty circles symbols
denote the uncoupled-dynamics data.

fected by the wall motion and to experience drag reduction. If
the wall displacement is too small, the viscous effects are con-
fined in a very thin layer because the wall-normal momentum
diffusion from the wall is limited. In the freely-rotating case,
Wrms is always smaller than the estimated minimal displace-
ment and it is therefore expected that the skin-friction drag
is unaffected.

Figure 2 shows the values of Wrms. The blue symbols
denote the coupled-dynamics results and the red symbols de-
note the uncoupled-dynamics results, discussed in Olivucci et
al., J. Fluid Mech. (2021) [2]. In the range D+<100, Wrms
grows with the disc diameter. The maximum Wrms occurs for
D+=100, which is comparable with the characteristic span-
wise spacing of the low-speed streaks. For larger diameters, in
the 100<D+<900 range, Wrms decreases as D−0.55 when the
diameter grows. An optimum occurs because, for very small
D, the torque is too small to exert the required power to move
the discs, while for large discs, the inertia of the disc thwarts
the action of the torque.

RESULTS FOR THE HALF DISCS

The main difference from the full discs is the finite average
disc velocity due to the driving action of the mean turbulent
flow. Once the new fully-developed regime is established, the
disc inertia can be neglected because the mean disc-tip velocity
W of the half disc is determined by the steady-state balance
between the fluid torque and the frictional housing torques.
We define a streamwise slip velocity Us,d, averaged over the
moving disc surface. In the best performing configurations,
the highest W

+
values are obtained and the drag-reduction

margins over the disc surfaces are Rd = 20% and Rd = 14%.

Figure 3 shows the drag-reduction margin as a function
of the slip velocity. The drag-reduction level Rd is posi-
tively correlated to U+

s,d. As the slip velocity increases, the
drag-reduction margin over the entire wall, R, first increases
linearly and then levels off at higher disc velocities. On the
stationary wall region (amounting to 63% of the total wall
area) neither drag reduction nor drag increase is measured for
U+
s,d ≈ 1, while a 3% drag increase is observed for U+

s,d ≈ 2.
When the Rd on the rotating half disc increases by 6%, the
non-negligible level of drag increase on the rest of the wall
surface causes the global drag reduction R to only grow by
about 0.6%.

Figure 4 show the wall-shear stress reduction as a function
of x and z. A non-homogeneous spatial distribution along both

Figure 3: Drag-reduction margins Rd (averaged over the disc
surface) and R (over the entire channel walls) as functions of
the slip velocity U+

s,d.

Figure 4: Wall-shear stress reduction as a function of x and z
for a high drag-reduction case.

the x and z directions is shown. The drag-reduction margin
increases moving away from the centreline because the local
streamwise slip velocity grows as the right side of the disc is
approached. The maximum wall-shear-stress reduction occurs
over the lower part of the rotating disc, while the maximum
drag increase occurs in a region that is narrow in the spanwise
direction, near the centreline, and upstream of the disc centre.

This increase of wall friction might be an effect of the
modelled discontinuity at the centreline. As the slip velocity
doubles, the drag-increase region on the disc surface and near
the centreline becomes wider and more intense. The drag-
reduction margin also grows, especially near the disc tip. The
improvement of drag reduction as the disc spins faster is more
relevant than the increase of drag. These two contrasting ef-
fects are the reason why the drag-reduction margin over the
disc surface does not double as does the disc-tip velocity, as
shown in figure 3.
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INTRODUCTION

Flow separation concerns many practical aerodynamic con-
figurations and has an impact on aerodynamic performance
losses. Consequently, controlling separation using flow con-
trol strategies has garnered particular interest. Over the past
decades, active control (such as fluidic actuators [3] or oscilla-
tors) has proven highly promising results, due to its ability to
adapt to changing flow conditions. However, to substantially
influence aerodynamics, these actuators must operate at high
frequency ranges and inject significant momentum [1].

Sweeping jets (SWJs) have demonstrated promising results
in achieving active flow control with high oscillation frequency
and significant momentum injection. These characteristics are
obtained using the Coanda effect on the internal part of the
SWJ, without moving parts. SWJs have been applied for
control purposes in several automotive and aeronautic appli-
cations [2, 4], improving aerodynamic performance.

However, the interaction between the flow generated by the
SWJ and the controlled flow, as well as the mechanisms that
lead to effective separation control, are not well understood.
The present study aims at characterising the mitigation of
the separation caused by a canonical ramp using sweeping
jets. We will focus here on the effect of the control on the
recirculation length, the mean drag and the mass entrainment
through the turbulent non-turbulent interface (TNTI).

EXPERIMENTAL SETUP

SWJs are employed to mitigate the turbulent separation
over a canonical ramp. A rounded SWJ with an outlet throat
of 3 mm is used in this study. It produces a high momentum
injection with high frequency. Results on the characterisation
of the SWJ used in this work are detailed in previous studies
[6].

The ramp with a height of h = 30 mm and a slope of
β = 25° is located in the S2 Eiffel open wind tunnel of the
PRISME Laboratory in Orléans. The flow over a ramp is
managed by eight SWJs, along the spanwise at the leading
edge of the ramp, which are pitched on the ramp at an angle
of 30°, 45°, and 90°. The geometry of the ramp is identical
to that which Stella et al. [5] examined in their study and is
presented in Fig. 1. 103 wall pressure sensors (500 Hz) are
placed on the ramp. They are coupled with a planar PIV
in the centerline of the ramp for a 30° actuation angle. The
PIV plane covers the entire range of the separation. The free-
stream velocity is set to U∞ = 20 m.s−1. Seven different inlet

Figure 1: Experimental setup. (a) Distribution of the pressure
along the ramp. (b) PIV plan on the ramp geometry with
implemented SWJs.

pressures are tested to highlight the efficiency of the SWJ to
control the separation over the ramp (P0 = 0; 1; 3; 5; 13; 15; 18
kPa).

EFFECT OF THE SWJ ON MEAN QUANTITIES

In order to state the effectiveness of the SWJ to control
separated flows, the pressure drag coefficient CD is estimated
by integrating and projecting on the streamwise axes the wall
pressure coefficient CP .

CD = −
∫

ramp
CP cos(β)dl (1)

Figure 2a shows the evolution of the drag coefficient with
the momentum coefficient Cµ for the three actuation angles
tested. In this study, the momentum coefficient is given by:

Cµ =
ρjetU2

jetAjet

1
2ρ∞U2

∞hwramp
(2)

with Ujet, ρjet, and Ajet being the jet velocity, the jet density,
and the total exit area of the actuators, respectively. U∞, ρ∞,
and wramp are the velocity, the density of the main flow, and
the width of the ramp.

With an actuation angle of 90°, the drag coefficient in-
creases with the momentum injection (Fig. 2a). For the other
two angles of actuation (30° and 45°), the drag coefficient is
decreased by the control. For the highest momentum injec-
tion net thrust is even produced Cµ ≥ 6 %. The recirculation
length of the 30° actuation angle is estimated from the PIV
(Fig. 2b). For high momentum injection where thrust is gen-
erated (Cµ ≥ 6 %), the recirculation is fully suppressed. At
lower momentum injection, the recirculation length is reduced
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(a) (b)

Figure 2: Effect of control on mean properties. (a) Pressure
drag coefficient CD for different angles of actuation. (b) Re-
circulation length LR for a 30° angle of actuation.

by up to 58%. The reduction of the recirculation on the ramp
induces an increase of aerodynamic performances.

MASS ENTRAINMENT ANALYSIS

As observed previously, the control has an important effect
on the turbulent non-turbulent interface (TNTI), where the
entrainment mechanism is of primary importance. The TNTI
is defined using a streamwise velocity contour calculated with
uniform momentum zone. To study the mass entrainment in-
duced by the control, a mass budget is performed on a domain
containing the turbulent separation and its associated shear
layer. The domain is presented in Fig. 3 and is bounded by
the wall, the TNTI and the leading edge of the ramp. The last
boundary, the oulet, is varied along the streamwise direction.
The mass budget is defined in incompressible flow using the
following equation:

div(U⃗∗) = 0 ⇒
∫

in
U⃗∗.n⃗indl

∗ +

∫

wall
U⃗∗.n⃗walldl

∗

+

∫

out
U⃗∗.n⃗outdl

∗ +

∫

TNTI
U⃗∗.n⃗TNTIdl

∗ = 0 (3)

where ∗ represents normalised quantities using the main flow
properties.

Inlet

Wall

TNTI

Outlet

Figure 3: Mass budget calculation

Fig. 4a and Fig. 4b present the results of the normalised
mass budget for the baseflow and for a momentum injection of
Cµ = 2.22 %. It is clearly visible that the control has a direct
effect on the entrainment. For the control case, the entrained
mass through the TNTI is highly increased (multiplied by 1.9
at the end of the control domain). It is also triggered earlier
over the ramp in the controlled case and begins at x/h = 0
compared to x/h = 2.5 for the baseflow. The increase in mass
that goes through the TNTI leads to an increase in the turbu-
lent stresses inside the separated shear layer. The streamwise
normal stress and the shear stress are multiplied by 2 in the
controlled case, as presented in Tab. 1. Thus, the turbulent
kinetic energy is increased, and the mixing between the upper
part of the shear layer (high momentum) and the recirculation
zone (low momentum) is enhanced.

(a) (b)
x/h x/h

Figure 4: Mass budget on the ramp. Normalise mass budget
for the baseflow (a) and Cµ = 2.22 % (b).

Table 1: Maximum of Reynolds stresses for the baseflow and
Cµ = 2.22 % inside the turbulent shear layer.

Baseflow Cµ = 2.22 %

max(|u′u′/U2
∞|) 0.0469 0.1057

max(|u′v′/U2
∞|) 0.0169 0.0366

max(|v′v′/U2
∞|) 0.0247 0.0394

CONCLUSION

In this study, SWJs are employed to mitigate the turbu-
lent separation that occurs over a canonical ramp. It is shown
that the control increases the mass entrainment through the
TNTI, which intensifies the turbulent stresses in the shear
layer and improves the mixing between high momentum flow
over the shear layer and low momentum flow in the recircu-
lation region. The present mechanism induces a reduction in
the recirculation length, which leads to a decrease in the drag
on the ramp.

The mechanism proposed in this work raises some questions
that will be addressed in future work. For example, the pos-
sible scaling of the mass entrainment with the injected mass
by the SWJ. To go deeper in the analysis, momentum budget
using pressure reconstruction is considered. Control on more
realistic geometries like airfoils is also considered to verify the
proposed mechanism.
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INTRODUCTION

Shock-wave / boundary-layer interactions (SWBLIs) are an
ubiquitous flow phenomenon in high-speed aerospace applica-
tions. A strong shock wave imposes a large adverse pressure
gradient and can lead to large-scale separation of the flow.
Such separated flows are detrimental and can lead to highly
unsteady thermal and pressure loading, inlet instabilities, and
total pressure loss, amongst others. Furthermore, the low-
frequency unsteadiness of the shock/separation bubble system
[1] can induce significant structural vibrations and accelerate
material fatigue. Therefore, proper control of this interaction
is essential.

A suitable control strategy is the application of air-jet
vortex generators (AJVGs), where streamwise vortices are in-
troduced by small jets injected into the boundary layer. These
streamwise vortices redistribute the momentum within the
boundary layer and make it more resistant to separation. The
effectiveness of AJVGs, however, depends on several air-jet
geometrical and flow parameters. To understand the parame-
ters and mechanisms, we studied the structures induced by
spanwise-inclined jets in a supersonic crossflow (JiSC) and
their influence on compression-ramp interactions, for various
AJVG configurations. Selected configurations at Mach 7.2
were also simulated. Numerical and experimental tools were
employed to understand the spatio-temporal evolution of flow
dynamics comprehensively. A summary of the main results
will be presented here.

Numerical investigations of jets injected into a Mach 2.5
supersonic crossflow (JiSC) were carried out with large-eddy
simulations (LESs) for several single-jet and jet-array config-
urations using the in-house finite volume solver m-AIA (for-
merly, ZFS). Furthermore, focusing-schlieren, oil-flow visuali-
sations and particle image velocimetry (PIV) were employed to
study the impact of jet-induced structures on a fully-separated
SWBLI induced by a 24o compression-expansion corner.

STEADY SPANWISE-INCLINED JETS IN CROSSFLOW

x/djet

Figure 1: Isosurface of Q-criterion with Q = 0.07 [6]

The flow topology of a spanwise-inclined single JiSC at
Mach 2.5, representative of a single AJVG, is similar to
perpendicularly-injected jets and mechanical micro-vortex
generators (MVGs): it includes a major counter-rotating vor-
tex pair (CVP), mostly responsible for the control effect, and
secondary upper- and surface-trailing vortices. Nevertheless,
due to the spanwise-inclined injection, the crossflow is largely
diverged along the injection direction, and crossflow on the
side opposite to the direction of injection interacts with the
jet wake. As a result, a strongly asymmetric ensemble of vor-
tices is generated; it remains intact and close to the surface
for a long downstream distance [6]. The strong major CVP
enhances the momentum redistribution within the boundary
layer, which makes the flow less prone to separation.

For control purposes, AJVGs are usually arranged in rows
of multiple devices. For single-row arrays of steady, spanwise-
inclined jets with spacing 7djet − 11djet (djet is the injection-
pipe diameter), interactions among the asymmetric adjacent
CVPs enhance the transfer of momentum to the near-wall
region, thus making the boundary-layer more resistant to
separation [7]. Additionally, the jet/crossflow interactions
strengthen with the injection pressure (ppl) before saturat-
ing for ppl ≥ 25p∞. However, upon saturation, larger ppl

deteriorate control effectiveness by causing stronger blockage
to the crossflow and larger momentum influx, giving rise to a
secondary flow along the direction of injection [5].

A strong interplay thus exists between jet spacing and injec-
tion pressure. For both, intermediate values allow for optimal
jet/jet interactions, whereas too-weak interactions reduce the
mixing and control effect, and too-strong interactions hinder
the full formation of the major CVP [7, 5].

Additional LESs performed across different flow regimes
[8] show that the ratio of injection-pressure-to-freestream-
pressure (ppl/p∞) is a suitable parameter to characterize and
compare jet/crossflow interactions across supersonic and hy-
personic flow regimes. Furthermore, a boundary-layer-to-jet-
diameter ratio of δ/djet ≈ 10 is recommended for control
applications, as it delays the lift-off of major vortices.

SEPARATION CONTROL USING STEADY JET ARRAYS

In tandem with the numerical investigations, we anal-
ysed configurations of spanwise-inclined AJVGs on a 24o

compression-ramp interaction experimentally at Mach 2.52, to
study their separation control behaviour. Effectively config-
ured AJVGs can shrink the total separation length by nearly
25%, the separated area by as much as∼ 57% and can mitigate
turbulence amplification across the SBLIs by nearly ∼ 40% [2].
However, the control effectiveness depends on several AJVG
parameters.

As witnessed in the LES, the jet-to-jet spacing (D) in AJVG
arrays has a strong influence. For very small jet spacings
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APR = 1; D = 8djet

Figure 2: Mean velocity profiles from PIV at y = 0.24δ and
y = 0.69δ for an effectively configured AJVG arrray [3]

(D ≈ 4 − 6djet), the jets are very close to each other and
incite vortex interactions to adverse strength. Consequently,
the jet-induced coherent structures break down and cause an
increase in separation. On the other hand, at very large jet
spacings (D ∼ 25djet), the jets do not interact and the jet
arrays display characteristics equivalent to a spanwise series
of single jets in crossflow. At moderate jet-to-jet spacings
(D = 8djet; see Fig. 2), the most favourable control effective-
ness is achieved, with a reduction in both the separation length
and area; these effects are brought about by the formation of
stable, interacting, streamwise-elongated coherent jet-induced
vortices and the associated momentum transfer [2].

A similar mechanism occurs when changing the air-jet in-
jection pressure ratio (APR = ppl/po, where ppl is the stag-
nation pressure in the jet-plenum and po is the stagnation
pressure of the freestream) for a fixed jet spacing. Jets injected
with APR ≤ 0.20 display characteristics similar to single jets
in crossflow. For APR ≥ 1.8, the individual bow shocks merge
and strongly obstructs the crossflow. At intermediate values
of injection pressure (0.80 ! APR ! 1.5), the control effective-
ness is favourable with 25%−32% reduction in total separation
length. The injection pressure and jet/jet spacing thus show
an interplay when affecting the separation-control effectiveness
of AJVGs [5].

Also the jet-orifice shape has an influence on the control
effectiveness. Investigations performed on elliptical AJVGs
with the same hydraulic diameter [3] as the equivalent circu-
lar case show that elliptical AJVGs achieve a 45% improved
separation control effectiveness, due to stronger streamwise
vortices that are able to penetrate ∼ 25% deeper into the
boundary layer. Stronger streamwise vortices are also induced
by jet injection via pipes that are ∼ 8djet long, in comparison
to shorter pipes [4]. This length ensures fuller velocity pro-
files within the jet-injection pipe, thus improving the induced
streamwise vorticity and consequently, the separation-control
effectiveness.

CONTROL OF SWBLIS USING UNSTEADY JET ARRAYS

To explore the potential of AJVGs for fully active con-
trol, we compared the jet/jet interactions and control effect
of forced (cases LFreInj, MFreInj, HFreInj) and unforced
(case StdyInj) spanwise-inclined AJVGs on the aforemen-
tioned SWBLI using LESs. The overall mean flow topology is
very similar. The total mean separation length (Lsep) is not
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Figure 3: Skin-friction distribution of forced & unforced cases.

affected by the forcing (see Fig. 3), indicating that unforced
AJVGs are sufficient when reducing the extent of the separa-
tion region is the objective, as they are easier to implement
and less complex than forced AJVGs. However, a dynamic
mode decomposition (DMD) analysis revealed that bow-shock
oscillation, flow modulation and vortices due to jet/jet inter-
actions strongly influence the dynamics of the SWBLI. While
the overall dynamic behaviour of the SWBLI remains similar,
which indicates that SWBLI is a robust phenomenon, forcing
of the jets alters the characteristic frequencies of these DMD
modes. As a result, certain frequencies dominate and alter
the shock and bubble motion. The characteristic frequency of
SWBLI can be shifted up to StLsep ≈ 0.1, which can be of
interest when the SWBLI frequency equals a structural reso-
nance frequency.

ACKNOWLEDGMENTS

This research was funded by the DFG within the frame-
work of the Emmy Noether Programme (project number
326485414). Computing resources were provided by the High-
Performance Computing Center Stuttgart (HLRS) within a
Large-Scale Project of the Gauss Center for Supercomputing
(GCS).

REFERENCES

[1] N. T. Clemens and V. Narayanaswamy. Annual Review of
Fluid Mechanics, 46(1):469–492, 2014.

[2] D. P. Ramaswamy and A.-M. Schreyer. AIAA Journal,
59(3):927–939, 2021.

[3] D. P. Ramaswamy and A.-M. Schreyer. Experiments in
Fluids, 64(5), 2023.

[4] R. Ramaswamy, D. P. Sebastian and A.-M. Schreyer.
Physical Review Fluids, 8(11), 2023.

[5] R. Sebastian, D. P. Ramaswamy, and A.-M. Schreyer.
AIAA Journal, 61(9):3833–3847, 2023.

[6] R. Sebastian and A.-M. Schreyer. European Journal of
Mechanics - B/Fluids, 94:299–313, 2022.

[7] R. Sebastian and A.-M. Schreyer. Journal of Fluid Me-
chanics, 946, 2022.

[8] R. Sebastian and A.-M. Schreyer. Aerospace Science and
Technology, 147:109033, 2024.

2



ERCOFTAC
European Drag Reduction and Flow Control Meeting – EDRFCM 2024

September 10th–13th, 2024, Turin, Italy

DEVELOPMENT AND VALIDATION OF AN HYBRID JET FLOW CONTROL

ACTUATOR

P.L. Spychala, P. Joseph, J. Delva, A. Dazin
Univ. Lille, CNRS, ONERA, Arts et Métiers ParisTech, Centrale Lille, Laboratoire de Mécanique des Fluides de
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INTRODUCTION

In the field of separated flow control, a significant tech-
nological leap was achieved by transitioning from continuous
blowing to periodic perturbations [3]. This permitted to re-
duce the mass of fluid required to control the flow while
keeping the same efficiency. Within previous studies, the two
main examples of periodic blowing are (excepting sweeping
jets, which are periodic in space but constant in time) pulsed
jets [7] and synthetic jets [2]. However, there is only a lim-
ited amount of works that studied control techniques which
do not stricly rely on pulsed or synthetic jets. Some efficient
control solutions and means of interacting with the flow may
therefore be unexplored. The authors would nonetheless like
to underline some recent studies by Steinfurth and Weiss [6]
and Haffner et al. [4] that were focused on a more pertinent
use of pulsed perturbations, where adjusting the duty-cycle
led to increased control performances. In both studies, time
characteristics of the perturbation were tuned based on sep-
aration and reattachment timescales of the flow, which were
extensively described by Darabi and Wygnanski [1]. Consid-
ering these results, the question arises as to whether further
exploring the concept of combining pulsed and synthetic jets
in “hybrid jets” might result in an increased control author-
ity. These hybrid jets would consist in alternating blowing
and suction with or without zero net mass flux or constant
phasing. Some actuators designs aiming at producing unusual
perturbations have already been reported in the literature [5].
However, none of these researches seemed to achieve as many
degrees of freedom regarding the amount of time varying blow-
ing / suction combinations as the hybrid jets developed in the
present research work. Therefore, the aim of the current study
is to experimentally investigate the efficiency of hybrid jets on
an academic separated flow geometry.

METHODOLOGY

The hybrid actuator was designed to perform local blowing
and suction, both of which independently adjustable in time
and amplitude. Design criteria such as maximum forcing fre-
quency or blowing / suction velocities were dictated by the
flow geometry to be controlled, in this case a 25◦ backward
facing ramp separated flow. The maximum expected forc-
ing frequency and velocity based on previous research from
the literature are 500 Hz and 80 m/s. The developed actu-
ator is able to perform blowing and suction phases through
a single 30 × 0.5 mm2 slot, using compressed air and vac-
uum systems. Pulsed blowing and suction are managed by
two solenoid valves, operated with a two-channels genera-
tor used to produce two square command signals, both with
freely adjustable frequency and duty-cycle. Characterization
of the actuator in quiescent environment was carried out using

primarily hotwire velocimetry and unsteady pressure measure-
ments (Figure 1), as well as supply pressures and blowing and
suction flowrates measurements.

Figure 1: Experimental apparatus for characerization in qui-
escent environment.

RESULTS

The characterization phase demonstrated the feasibility of
alternating blowing and suction using the designed appara-
tus. In addition, the expected maximum forcing velocity could
be reached during the experiments. As a result, the control
system is able to produce a wide variety of perturbations.
One of the most important aspect is to be able to perform
a variation of blowing duty-cycle while keeping a zero net
mass actuation. This allows to generate “pseudo-synthetic
perturbations”, which aim at injecting more momentum in
the flow than classical synthetic jets, while retaining the zero
net mass characteristic. They require adjusting the blowing
velocity so that both blowing and suction flowrates remain
balanced. For low forcing frequencies (Figure 2) the obtained
velocity time signals matched the expected square shape and
zero net mass criterion. However, an increase of forcing fre-
quency leads to a deformed signal and limits the minimum
value of exploitable blowing duty-cycle (Figure 3). This is pri-
marily attributed to velocity transient phenomena, occurring
and the beginning and end of both blowing and suction phases,
and which durations become non-negligible at higher frequen-
cies. At low blowing duty-cycles, blowing duration becomes
too small, preventing both starting and stopping transients to
fully exist, leading to blowing velocity being too low to en-
sure zero net mass actuation. These transient durations were
characterized and seen to be mostly dependent on pneumatic
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ducts geometry (primarily length) and blowing or suction am-
plitude. The transients also affect synchronization between
blowing and suction, which further limit the temporal param-
eter space of achievable perturbations. During testing, the
maximum exploitable forcing frequency was identified to be
close to 200 Hz, which is lower than the expected 500 Hz. It
is believed that optimizing the ducting geometry of the actua-
tor could lead to an increase of forcing frequency between 250
and 300 Hz. While this could not be tested on the prototype
version discussed here, it will be applied on the wind tunnel
model.

Figure 2: Example of pseudo-synthetic perturbations at a
10 Hz forcing frequency and steady state suction velocity
Ust,s = 38.6 m/s.

Figure 3: Example of pseudo-synthetic perturbations at a
100 Hz forcing frequency and steady state suction velocity
Ust,s = 38.6 m/s.

CONCLUSIONS AND OUTLOOKS

The practicability of an active flow control system which
allow the generation of perturbations with uncorrelated tem-
poral and amplitude aspects was demonstrated through the
generation of artificial synthetic perturbations. They con-

sisted in varying blowing duty-cycle while retaining equal
flowrates for suction and blowing. The experimental work
highlighted limitations in the range of achievable values of
blowing duty-cycle and difficulties in balancing suction and
blowing flowrates. The actuation system was further opti-
mized in order to mitigate these limitations and is currently
being integrated in a wind tunnel experiment. The flow is a
ramp separation of height 30 mm and 25◦ slant angle con-
trolled using an array of five slots situated upstream of the
separation point (Figure 4). A combination of mean and un-
steady wall pressure measurements, hotwire velocimetry and
PIV will be used in order to assess the efficiency of control
strategies based on pseudo-synthetic perturbations. Prelimi-
nary results are expected to be presented and discussed during
the presentation.

Figure 4: Detail of the wind tunnel experimental apparatus.
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INTRODUCTION

Wall turbulence is a common phenomenon that can sig-
nificantly impact the performances of thermo-fluid devices.
Consequently, smart control of turbulence is a pivotal as-
pect of engineering practice, while turbulence control is chal-
lenging due to its extensive degrees of freedom, nonlinearity,
chaotic nature, and multi-scale characteristics. Thus, it has
been extensively studied both experimentally and numerically.
Among excisting control algorithms, a few control strategies,
albeit at reolaively low Reynolds numbers, have successfully
relaminarize wall turbulence. One of such successful examples
is the application of the optimal control theory.

Optimal and suboptimal control theory has successfully
demonstrated their capability in literature. For instance, Bew-
ley et al. [2] demonstrated that adjoint-based optimal control
theory can relaminarize turbulent channel flow, and conse-
quently achieve 60-70% drag reduction. At the same time,
their algorithm requires laborious procedures to obtain the
optimal control input. In contrast, suboptimal control [6] con-
siders future dynamics of turbulence in a vanishing small time
period, and allows to obtain the control input analytically,
while its control performance is relatively low compared with
the optimal control theory.

Optimal/suboptimal control framework is a powerful
methodology, but there remains a big challenge of choosing
a proper cost function. For instance, in their suboptimal con-
trol framework, Lee et al. [6] observed that setting the square
of fluctuation of streamwise shear stress as a cost function did
not result in drag reduction. However, setting the spanwise
shear stress fluctuation as a cost function achieves compara-
ble drag reduction to that obtained by the opposition control
proposed by Choi et al [3]. In optimal control theory, once a
cost function to be minimized is given, the control inputs are
obtained deterministically. Although scholars generally agree
that the performance of optimal control theory can be sig-
nificantly affected by the setting of the cost function, it has
been determined on a trial-and-error basis, and there are no
general guidelines on how to set the cost function for a given
objective, say, drag reduction.

In this study, we propose a method for determining a cost
function for suboptimal control [6] based on genetic program-
ming, a machine-learning method that can deal with mathe-
matical formulas. This allows to automatically optimize the
function form of a cost functional. It is shown that the present
framework can rediscover the cost functionals proposed in
previous studies as well as obtain new cost fnctionals which
effectively reduces drag.

NUMERICAL SETUP

In this study, we perform direct numerical simulations
(DNSs) of a fully developed turbulent channel flow governed
by Navier-Stokes and continuity equations subject to blowing
and suction on the top and bottom walls. The flow is assumed
to be Newtonian and incompressible. The bulk Reynolds num-
ber is set to be Reb = 2Ubh/ν = 3220, where Ub, h, and
ν are the bulk mean velocity, the channel-half height, and
the kinematic viscosity of the fluid, respectively. This flow
configuration corresponds to the friction Reynolds number of
Reτ = uτh/ν ≈ 110 in the uncontrolled flow, where uτ is a
friction velocity.

The DNSs are carried out with an open-source solver
incompact3d[5] with necessary modifications for applying wall
blowing and suction. We used a sixth-order compact scheme
for spatial discretization. The third-order Adams-bashforth
method is employed for time integration of advection terms,
while Crank-Nicolson is for viscous terms. The Navier-Stokes
equations and continuity equations are coupled by the frac-
tional step method.

The streamwise, wall-normal, and spanwise coordinates are
denoted by (x, y, z), while the corresponding velocity com-
ponents are (u, v, w). The dimension of the computational
domain is Lx ×Ly ×Lz = 4π × 2× 4π/3 with computational
grids of Nx × Ny × Nz = 128 × 129 × 96. We have con-
firmed that the present grid resolution reproduces turbulence
statistics of the uncontrolled and controlled flows reported in
previous literatures.

SUBOPTIMAL CONTROL

In general, a cost function for suboptimal J can be defined
as:

J =
1

∆t

∫ t+∆t

t

∫

wall

(
φ2(x, z) + F(x, z)

)
dSdt, (1)

where the spatial integral is computed over the wall, ∆t is
a vanishingly small time horizon, φ is a control input, i.e.,
wall blowing and suction on the walls in the present study,
and F is a function of a physical quantity, e.g., F(x, z) =
(∂u/∂y(x, y = 0, z))2. By taking a Fréchet derivative D con-
cerning the control input φ, one can analytically derive the op-
timal control input as a stationary condition i.e.,DJ/Dφ = 0.
Readers are referred to the literature [6] for details on the
derivation process.

In this study, we optimize the functional form of F
with the following symbolic technique so as to maximize
the resulting drag reduction. We include five wall mea-
surements as variables in the cost function, i.e. stream-
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wise/spanwise shear stresses, pressure, and its stream-
wise/spanwise derivatives. In short, F can be written as
F ≡ F(∂u/∂y, ∂w/∂y, p, ∂p/∂x, ∂p/∂z). The reason for this
choice is two-fold.

1. Literature [6] reports a significant drag reduction perfor-
mance by cost functions with wall measurements (F =
−(∂w/∂y)2, and F = −(∂p/∂z)2).

2. Wall shear stress and pressure are relatively easier to
measure in practice compared to the velocity or the pres-
sure away from the wall.

GENETIC PROGRAMMING

Genetic programming is a variant of the genetic algorithm,
one of the most celebrated black-box optimization techniques.
A genetic algorithm prepares multiple individuals represented
by corresponding genes as candidates of the optimal solution.
These individuals are then subjected to repeated operations,
such as crossover and mutation, to explore the search space
and identify the optimal solution. Those with higher fitness
are more frequently selected for this process, which facilitates
the optimization. Genetic programming organizes these genes
in a tree structure, enabling it to optimize mathematical ex-
pressions and algorithms. For details, readers are referred to
literature, for example, by Kochenderfer and Wheeler [1].

In the present study, we employed friction coefficient −Cf

averaged over t+ ∈ [600, 2400] as each individual’s fitness.
Here, t = 0 correponds to the onset of applying a control. All
simulations are started from the same uncontrolled flow field.
The negative sign is placed in front of Cf to define a quantity
to be maximized, while the objective is to reduce the friction
drag. Each generation contains 50 individuals(cost functions)
and we iterate for ten generations, i.e., we conducted 500 DNSs
to optimize the functional shape of F . The fifty equations
belonging to the first generation are randomly created.

RESULTS AND DISCUSSIONS

Figure 1 illustrates the present optimization history for ten
generations. Starting with 50 random equations, the friction
coefficient decreased with each generation, ultimately achiev-
ing a very high drag reduction rate of approximately 25%,
which is comparable to the literature. This validates the
settings and problem formulation for the present genetic pro-
gramming approach toward the automatic search of the cost
function.

The best cost function in terms of drag reduction obtained
in the present optimization is given as follows:

J =
1

∆t

∫ t+∆t

t

∫

wall

(
φ2(x, z)− l

(
∂w

∂y

)2
)
dSdt, (2)

where l is a positive coefficient. This cost function (2) is the
same as that first proposed by the literature [6]. In their work,
the cost function was proposed base on careful considerations
of turbulent statistics under the opposition control [3], while
the present method rediscovers it in a purely data-driven man-
ner.

We also obtain another cost function with a relatively large
drag reduction rate of around 10%. It is given by

J =
1

∆t

∫ t+∆t

t

∫

wall

(
φ2(x, z)− l

∂u

∂y

∂w

∂y

)
dSdt, (3)

This is similar to that proposed by Kawagoe et al.[4], where
they obtained this cost functional from resolvent analysis.

Finally, we introduce two cost functions which are newly
proposed in the present study. The first one achieving a drag
reduction rate of around 20% is:

J =
1

∆t

∫ t+∆t

t

∫

wall

(
φ2(x, z)− l

∂w

∂y

∂p

∂z

)
dSdt, (4)

This cost function combines spanwise shear stress and the
spanwise pressure gradient, physical quantities that have been
reported to reduce drag when used independently, while the
present study finds that their combination is also effective.
The second one with a drag reduction rate of around 15% is:

J =
1

∆t

∫ t+∆t

t

∫

wall

(
φ2(x, z) + l

∂u

∂y

∂p

∂z

)
dSdt, (5)

in which the spanwise pressure gradient is again used for con-
structing the control law.

0 100 200 300 400 500
Num. of Population
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0.0075

0.0100

0.0125

C
f

1 2 3 4 5 6 7 8 9 10
Generation

Figure 1: Optimization history of genetic programming. The
horizontal axis represents the number of generations. The
vertical axis depicts the time-averaged friction coefficient
Cf (t+ ∈ [600, 2400]). Each blue dot represents each trial case
and the red broken line is for the uncontrolled case.

SUMMARY

We propose a novel method for the development of a new
flow control method via the automatic exploration of a cost
function for optimal control. The upcoming presentation will
be devoted to a comprehensive analysis of the optimization
outcomes.
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INTRODUCTION

This work applies, for the first time, Data-enabled Predic-
tive Control (DeePC) [2] to an active closed-loop flow control
problem. The control objective is to improve the aerody-
namic performance of a bluff body via drag reduction. DeePC
implements a sample efficient model-free control procedure
based on Willems’ fundamental lemma [8] and Predictive Con-
trol [7]. Compared to other model-free optimal trajectory
tracking control methods, such as Reinforcement Learning,
DeePC requires fewer data samples and more interpretable
hyperparameters. It also demonstrates advantages compared
to system identification as it is independent of a parametric
representation of the system and conveniently tackles partial
observations with constraint satisfaction [2]. The technique of
DeePC has been applied to various control tasks [4, 3], with
several instantiations [1, 5], but awaiting explorations in flow
control applications. This work applies DeePC on the flow
past a two-dimensional rectangular body at Re = 100 via vor-
tex shedding stabilization. The controller achieves on average
7.6% drag reduction compared with the uncontrolled scenario
(51.4% with respect to the maximum drag reduction), using a
minimal number of samples from the input-output time series.

METHODOLOGY

!∗
!! = −!"

!"
Pressure 
probes

$#

%$%$, '$%$

(

Data 
Collection

Figure 1: The DeePC active flow control framework.

DeePC is developed based on Willems’ fundamental lemma
[8], which states that if a controllable linear time-invariant
system is persistently excited [8, 6], then all trajectories of
this system can be obtained by linear combinations of the in-
put and output signals. To implement DeePC in flow control
tasks, Hankel matrices need to be built from the input/output
data of the flow system. Usually, DeePC applies a sequence
of random (Gaussian) inputs (with dimension m) of length
T , as ud = col

(
ud
1 , . . . , u

d
T

)
∈ RTm, to excite the flow

system, yielding a sequence of outputs (with dimension p)
yd = col

(
yd1 , . . . , y

d
T

)
∈ RTp. The Hankel matrices can be

then formed as

H (ud) :=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ud
1 ud

2 · · · ud
T−Tini−Tf+1

ud
2 ud

3 · · · ud
T−Tini−Tf+2

...
...

. . .
...

ud
Tini

ud
Tini+1 · · · ud

T−Tf

...
...

. . .
...

ud
Tini+Tf

ud
Tini+Tf+1 · · · ud

T

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

:=

(
Up

Uf

)
,

(1)
where the Hankel matrix H (ud) is split in to Up ∈
RTinim×(T−Tini−Tf+1)m and Uf ∈ RTfm×(T−Tini−Tf+1)m

by two hyperparameters Tini and Tf . The same formulation

is applied to yd, as H (yd) :=

(
Yp

Yf

)
.

With Hankel matrices H (ud) and H (yd), DeePC solves
the following optimization problem in a discrete form, as

minimize
g,u,y,σu,σy

∑Tf−1
k=0

(∥∥yk − yref
∥∥2
Q

+ ∥uk∥2R
)

+λg ∥g∥22 + λy ∥σy∥22 + λu ∥σu∥22

subject to

⎛

⎜⎜⎝

Up

Yp

Uf

Yf

⎞

⎟⎟⎠ g =

⎛

⎜⎜⎝

uini

yini
u
y

⎞

⎟⎟⎠+

⎛

⎜⎜⎝

σu

σy

0
0

⎞

⎟⎟⎠ ,

uk ∈ U , ∀k ∈ {0, . . . , Tf − 1},
yk ∈ Y, ∀k ∈ {0, . . . , Tf − 1},

(2)

where yk and uk are the input-output pairs at the kth step.
λg , λy and λu are regularize parameters. σu and σy are slack
variables to avoid infeasible equality constraints. uini and yini
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are input-output data currently collected from the system. U
and Y are the other constraint sets of inputs and outputs.

Figure 1 presents the complete framework of the DeePC
active flow control technique. The flow system is a two-
dimensional simulation of a uniform flow past a rectangular
bluff body at Re = 100. 64 pressure sensors are spatial-
equally placed on the downstream surface of the body and
measurement y is defined as y = ⟨pres⟩top − ⟨pres⟩bottom,
which represents an anti-symmetric pressure component in the
vertical direction, and serves as a proxy of the vortex shed-
ding intensity. The reference yref in Eq. 2 is set to 0 as drag
reduction can be achieved by minimizing the anti-symmetric
pressure fluctuation. The mass flow rate of the top jet Q1 is
chosen as control action u, and the bottom jet satisfies zero
mass flow condition Q2 = −Q1. The control action and mea-
surements are sampled every 0.5 non-dimensional time units.

In implementing DeePC, the data collection step is first
conducted to obtain Hankel matrices as Eq. 1. Then, for each
control loop, uini and yini are collected as initial data, and
the optimization in Eq. 2 is solved to predict an optimized u∗

for the next control step. The flow system will evolve under
the control of u∗ and generate new uini and yini, then Eq. 2
is solved again.

RESULTS

a.

b.

c.

a.

b.

c.

Figure 2: The top figure presents the time series (solid
lines) and the time-averaged value of non-dimensional time
t ∈ [100, 200] (dashed lines) of drag coefficient CD in three
cases: a. Uncontrolled case with steady vortex shedding; b.
Controlled case with DeePC; c. Flow without vortex shedding
from a symmetric simulation. The bottom contours present
the field of velocity magnitude of these three cases.

Figure 2 presents both the curves of drag coefficient CD

and contours of velocity magnitude for “Uncontrolled”, “Con-
trolled” and “No vortex shedding” cases. In the “Controlled”
case, DeePC is used to optimize the control action for each step
and about 50% drag reduction on average is achieved with re-
spect to the “No vortex shedding” case. The stabilization of
vortex shedding and the lengthening of the recirculation area
in the “Controlled” case can be both observed from the veloc-
ity contours, compared with the “Uncontrolled” scenario.

T Tini Tf λg λu λy

1000 150 150 1 10 500

Table 1: Hyperparameters of Eq.2 used in the controlled case.
The values of T , Tini and Tf correspond to lengths of data
samples.

Table 1 lists the main hyperparameters used in the DeePC
controller. Although these parameters have not been opti-
mized and were tuned using trial-and-error with minimal ef-
fort, DeePC demonstrates efficacy in attenuating vortex shed-
ding and reducing drag on the bluff body. Additionally, the
primary computational requirement before control involves
collecting T = 1000 input-output pairs. For comparison, other
model-free control techniques such as Reinforcement Learning
[9] usually require on the order of O(105) input-output data
to achieve a comparable level of performance.

CONCLUSIONS

This work employs DeePC for the first time in an active
flow control problem aimed at drag reduction. A canoni-
cal flow past a two-dimensional rectangular bluff body has
been regularized within the closed-loop system, where the
DeePC controller successfully achieved 7.6% drag reduction
with sample efficiency and minimal design effort. Further drag
reduction could be realized by selecting different input-output
pairs, redesigning the cost function and constraints or finer
parameter tuning in the optimization problem.
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ABSTRACT

This study introduces new active-flow-control (AFC)
strategies to reduce drag on a three-dimensional cylinder at
a Reynolds number of ReD = 3900. Using deep reinforcement
learning, the cylinder, with 10 independent zero-net-mass-
flux jet pairs on its top and bottom, is analyzed. The ap-
proach couples a computational-fluid-dynamics solver with a
multi-agent reinforcement-learning (MARL) framework using
proximal-policy-optimization. Leveraging MARL, 8% drag re-
duction was achieved with a mass cost two orders of magnitude
lower than that of the classic method under study in this work.
This advancement significantly enhances AFC in turbulent-
flow regimes, which is a crucial area for industrial applications.

INTRODUCTION

Deep reinforcement learning (DRL) is effective in optimiz-
ing tasks where a controller interacts with an environment,
making it ideal for many AFC scenarios. It dynamically in-
teracts with the flow, refining action policies iteratively. The
state-of-the-art on DRL for AFC applications is rapidly ex-
panding for two-dimensional (2D) cylinders across a range
of ReD [4, 9], turbulent flows and channels [1, 2], trans-
fer learning from 2D to three-dimensional (3D) domains [8].
Recent advancements involve DRL training directly in 3D, ad-
dressing Reynolds numbers that include transitions to three-
dimensional wake instabilities, ReD = 100 to 400, using
MARL framework [6]. The present work constitutes the con-
tinuation of such study, challenging the training at ReD =
3900. Kim & Choi (2005) [3] studied flow-control strategies for
a 3D cylinder at ReD = 3900, achieving 18% drag reduction
with out-phase control, using sinusoidal profiles in the span-
wise direction and constant blowing and suction. For their
out-of-phase control, which has opposed blowing and suction
on the top and bottom, we will use this setup as our controlled
reference, denoting it as KC05.

METHODOLOGY

Developing flow-control strategies for fully turbulent 3D
wakes around cylinders is a significant challenge for DRL.
MARL setup must leverage spanwise structures to devise effi-
cient control methods for drag reduction. We refer to Ref. [7]
for recent advances in MARL-based flow control. The 3D
cylinder is subjected to a constant streamwise velocity at
the inlet of U∞. The computational domain, has dimensions
(Lx/D,Ly/D,Lz/D) = (40, 25,π) with the cylinder centered
at (x/D, y/D) = (12.5, 6.25), where x, y, and z are the stream-
wise, vertical, and spanwise directions. The surfaces of the
cylinder include the no-slip and no-penetration conditions.
The top, bottom, and outflow surfaces of the domain box are
set as zero-stress outlets. The cylinder incorporates two sets
of njet = 10 synthetic jets positioned at the top and bot-
tom surfaces (θ0 = 90◦ or 270◦). Hence, the jet length is
Ljet/D ≃ 0.314. For further details of the DRL setup, we
refer to Ref. [6, 5]. The agent uses Tensorforce libraries, us-
ing the proximal-policy-optimization (PPO) algorithm, which
is a policy-gradient approach based on a surrogate loss func-
tion for policy updates. The agent contains an actor-critic
architecture of two hidden layers of 512 neurons. We define
a streamed experience as a combination of states, actions, re-
wards, and the predicted next state that the agent computes,
(S,A,R, S′)i,t, for each MARL environment. These streamed
experiences are formed by: an action A that only controls the
mass-flow rate Q; A partial observation S of 3 slices in xy-
plane of 99 pressure probes and a reward, R, that focuses on
the pure local drag reduction but with a lift penalty α = 0.6
to avoid axis-switching strategies and β = 0.8 to balance the
global reward:

R(t, ijet) = Kr

[
βrlocal(t, ijet) + (1− β)rglobal(t)

]
, (1)

r(t, ijet) = Cdb − Cd(t, ijet)− α|Cl(t, ijet)|. (2)
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On the other hand, numerical simulations in computa-
tional fluid dynamics (CFD) environments are carried out by
the Alya solver. A finite-element method (FEM) spatial dis-
cretization to solve direct Navier-Stokes equations. In earlier
research focused on 2D cylinders, the various trainings were
conducted using a single-agent reinforcement learning (SARL)
setup. However, SARL is not feasible for distributed-input
distributed-output (DIDO) schemes given some unsuccessful
attempts of SARL in 3D contexts and given the demonstrated
effectiveness of MARL in coordinating multiple actuators con-
currently and training speedup. MARL takes advantage of
local invariants to maximize a global reward.

RESULTS

After over 800 MARL-environment episodes, the training
session concludes with a converged positive reward. The
DRL-based control policy (DRL-10), deployed in deterministic
mode, significantly outperforms the KC05 strategy by a factor
of two orders of magnitude in terms of the ratio of mass cost
per ∆Cd. However, considering the pure drag reduction ∆Cd,
KC05 performs better with a reduction of −14.7% compared
to −8.3% in the DRL-10. It is important to note that KC05
is significantly more invasive in the wake topology, exhibit-
ing this peak of constant blowing or suction at z = Lz/4 and
3Lz/4. As shown in Figure 1, the DRL-based control strat-
egy unveils effective drag-reduction techniques by exploiting
spanwise instabilities. These findings underscore the powerful
capability of the DRL approach in identifying sophisticated
flow-control strategies that surpass those derived from clas-
sical control methods. The DRL method involves a broad
spectrum of possible frequencies for control (not shown here),
addressing various flow-structure wavelengths observed in the
wake. Moreover, when comparing the mass-flow rate spectra
between ReD = 400 [6] and the present ReD = 3900 involves
higher frequencies and richer control. More instabilities can be
captured and exploited in the turbulent wake as the Reynolds
number increases. In Figure 2 it can be observed that both
control methods lead to an enlargement of the recirculation
bubble, indicated by the yellow-colored areas where |u| < 0.03.
Analyzing the Reynolds stresses (not shown here), we notice
a similar pattern in both the DRL-10 and KC05 scenarios.
The maximum stresses are reduced by approximately 50%,
and their positions shift backwards by ≈ 1D. This behav-
ior aligns with observed drag-reduction mechanisms typically
present at lower Reynolds numbers [6]. A key advantage of
MARL lies in its capacity to deploy trained agents across
cylinders of different lengths and with varying numbers of ac-
tuators while maintaining consistency in the spanwise width of
the jets and their corresponding pressure values as observation
states. Notably, MARL training focuses on symmetries and
invariant structures, a feat unattainable with SARL due to its
inherent limitations. MARL facilitates cost-effective training
in smaller, simplified computational domains, thus expediting
the flow-control process in high-fidelity simulations. For ex-
tended details about the present ReD = 3900 case we refer to
Ref. [5].

REFERENCES
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INTRODUCTION

Machine learning methods for active flow control hold sig-
nificant promise in reducing aerodynamic drag across various
applications [5]. To facilitate real-time operations, these al-
gorithms must maintain a low computational cost. Achieving
this balance necessitates a sufficiently compact representation
in a low-dimensional space, which could be the key to op-
timising the compromise between prediction capability and
computational efficiency. This low-dimensional space can be
learned from the full flow information, as in [3], or directly
obtained by a handful of sensors used as inputs [1]. In this
study, we explore the use of feasible data-driven models in an
optimised sensors space for active flow control in a simplified
2D truck model operating at a Reynolds number of 500.

We aim to develop a predictive, recursive model capable of
predicting aerodynamic forces using as input a series of past
sensor and control values. During training, we force an opti-
mal sensor placement strategy (OSP), which seeks a balance
between prediction capability and reduced number of sensors.
Unlike most previous work, we only use sensors in the vehicle
surface, rather than in the wake, to obtain a feasible frame-
work that could be implemented in an experiment.

We adopt a two-step methodology to streamline the train-
ing process and improve learning efficiency, instead of relying
on traditional approaches with online training. First, we
generate a comprehensive dataset through random open-loop
actuation sequences. This dataset is used to develop a data-
driven model that predicts the relationship between pressure
sensor readings, control actions and the resulting drag coeffi-
cient. This model provides a much faster environment model
for offline training of control policies (for instance with rein-
forcement learning, RL), significantly reducing computational
cost and time [1, 5]. Our results indicate that this approach,
combining OSP and offline RL training, could enable sig-
nificant drag reduction while maintaining computational ef-
ficiency.

Our study presents a framework for active flow control that
integrates advanced sensor placement techniques and leverages
offline RL training. This approach offers practical implications
for real-world applications, potentially leading to significant
improvements in vehicle design and performance.

METHODOLOGY

The flow environment is a 2-D direct numerical simula-
tion (DNS) of the flow past a mid-height horizontal section
of the truck model in [4], which is a rectangular bluff body
of width W and length L = 7.647W with rounded leading
edges. The inflow velocity profile is uniform with velocity U∞.
The Reynolds number, defined as Re = U∞Wν, is 500. The
computational domain is rectangular with boundaries at (-7D,
23D) in the streamwise x direction and (-7.5D, 7.5D) in the
transverse y direction. The front of the bluff body is at x = 0.
The flow is simulated using Openfoam and the GymPrecice
environment [2] as a connector with Python code. The incom-
pressible unsteady Navier-Stokes equations are solved using a
finite volume method and a hybrid mesh with a structured
sub-mesh near the obstacle wall and an unstructured mesh in
the far field, the mesh is shown in Figure 1.

Figure 1: Mesh used for OpenFOAM simulation.

Two blowing and suction jets are placed at the two ex-
tremes of the back of the bluff body, with width Wj = 0.05W .
The velocity profile Uj of the two jets is parabolic, with a mean
jet maximum velocity of ±U∞. A zero net mass flow condi-
tion of the two jets enforces momentum conservation, and the
control action is linearly smoothed between control updates
to maintain continuity. An example of the velocity field in the
vicinity of the actuators is shown in Figure 2. Surface pres-
sure measurements are defined as 25 equally spaced pressure
sensors placed on the side and rear surfaces of the bluff body
as shown in Figure 3.

The dataset is built by simulating 10000 convective times
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Figure 2: Velocity distribution near the jet actuators in the
back surface of the obstacle.

(tc = W/U∞) with random control inputs, updated at each
convective time. The pressure measurements, control actions
and drag coefficient are logged to train the surrogate model.
The model is based on LSTM networks and uses the previous
8 sensors and control inputs to predict the next sensors and
CD point. The last 1000 points are reserved as test data to
verify generalisation.

Figure 3: Schematic of sensors distribution over the vehicle.

RESULTS

Having been trained to predict only the next time step, the
model can be applied recursively, starting from a true point,
to propagate the prediction of the drag coefficient arbitrarily
forward in time. Figure 4 shows an example of the prediction
compared to true test data.

Figure 4: Sample predicted time series for one of the sensors
(plocation23 ) and Cd. Seed initial sequence not shown.

Figure 5 shows the average prediction error over all 100

time step length windows in the test data. It shows the av-
eraged growth trend of the error over the prediction horizon,
highlighting the small error obtained for prediction horizons
up to 100 convective times. This prediction horizon is consid-
ered sufficient to train RL controllers or to use the model in a
model predictive control framework, for example.

Once the dataset has been built and the model trained, it
can be run at very low computational cost, enabling its use
in real-time closed-loop predictive control applications and re-
ducing the cost of training reinforcement learning agents. The
more appropriate model has the potential to learn the under-
lying physics in a more sample-efficient manner than standard
reinforcement learning algorithms, justifying the extra effort
by reducing the expensive computational simulation time re-
quired to build the final controller.

Figure 5: Averaged prediction error for sensors and drag co-
efficient.
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INTRODUCTION

Model-based techniques have recently gained remarkable
interest for controlling complex dynamics. Model Predictive
Control (MPC) has demonstrated excellent capability in con-
strained highly non-linear models which are difficult to handle
with traditional linear control systems. The term MPC des-
ignates a large class of control methods based on the use of a
model of the system to predict future behavior and identify op-
timal control inputs over a recurrently shifting horizon (hence
the term receding horizon). MPC is based on: observation of
the state of the system; prediction through a model of the be-
havior of the system within a certain horizon; selection of the
control sequence which optimizes the system behavior accord-
ing to a certain cost function; advancing the system only for
a short time horizon; iterating the process for the next steps.

The main advantages of MPC include, among others,
straightforward implementation on constraints on state and
actions, capability to handle multiple inputs/outputs (thus
allowing the development of coordinated strategies), and high
robustness thanks to the continuous update of the state. The
main weak points reside in the technological implementation,
which require fast optimization on the fly, identification of the
plant model, and selection of the hyperparameters involved in
the optimization process (state and actuation penalties, soft
constraints, etc.). In this contribution, we concentrate on the
last two aspects. This work aims to present a noise-robust
self-tuning control framework for wake flows based on MPC
and characterized by minimal user interaction.

In this work, we present a self-tunable implementation of
MPC for wake flow control. Key elements of the implemen-
tation are the minimal user intervention in both plant model
definition and control, and automatic adjustment to noise and
control authority through Bayesian optimization. We propose
an automated architecture, which self-tunes the parameters
for the optimization process, and adapts to different noise con-
ditions and/or limited state knowledge. We build upon three
main pillars: identification of a compact model, discovered
from system input-output data and a sparse identification of
nonlinear dynamics (SINDy), following the MPC implemen-
tation of [2]; a black-box optimization via Bayesian methods
[6] for hyperparameter tuning; reduction of noise effects using
a local polynomial regression [LPR, 5].

METHODOLOGY

The presented application is the control of the two-
dimensional viscous incompressible flow around a three-

cylinder configuration, commonly referred to as fluidic pinball
[1]. The three cylinders have identical diameters D. Their
centers form an equilateral triangle of side 3D/2, and are sym-
metrically positioned with respect to the direction of the main
flow, with the leftmost vertex pointing upstream. The pinball
is invested by a flow with constant uniform velocity U∞. We
denote the front, top, and bottom cylinders respectively with
1, 2, 3. The cylinders can rotate independently with tangential
velocity b1, b2, and b3, respectively (with positive values for
counterclockwise rotation). The three rotations are stacked
into the input vector b. The flow is solved with the two-
dimensional direct numerical simulation (DNS) code [4]. The
reference system is centered in the mid-point of the two down-
stream cylinders. The streamwise and crosswise directions are
indicated respectively with x and y. The computational do-
main spans (−5, 20)D × (−5, 5)D.

The velocity vector is u = (u, v). The Reynolds number is
defined as ReD = U∞D

ν (with ν being the kinematic viscosity)
and set equal to ReD = 150, i.e. in the chaotic regime [1]. The
timescale based on the freestream velocity and the cylinder
diameter is set as reference convective unit c.u.. The lift and
drag coefficients, Cl and Cd, are obtained by normalization of
the lift and drag forces with the dynamic pressure based on
the density ρ and U∞.

The objective of the control is to minimize the drag by
actively tuning the rotation rate of the three cylinders. The
compact model discovered by the SINDy method and used
to make an online prediction is based on a state vector that
includes the aerodynamic drag (Cd) and lift (Cl) coefficients,
their corresponding derivatives with respect to time, and takes
cylinder rotation rates bi into account. Polynomial functions
up to the second order are used. The cost function for the
MPC (and its analogous one for the hyperparameter tuning
with the Bayesian optimization) includes the drag coefficient
reduction concerning the unperturbed wake, the variance of
the lift coefficient, and terms accounting for the power in-
put and the variability of the input over time. The reader is
referred to the work by Marra et al. [3] for the complete for-
mulation. The optimization method is a sequential quadratic
programming with constraints, based on a built-in function of
MATLAB. The stop criteria are set at a maximum number of
iterations of 500 and a step tolerance of 1e−6.

RESULTS

Figure 1 shows the results of the MPC with and without the
hyperparameter tuning, at different measurement noise levels
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Figure 1: Time series of aerodynamic force coefficients Cd, Cl and exogenous input bi (top to bottom row, respectively). The
panels in a) show the results with all hyperparameters set to 1 (expect for the prediction control window, set to 3c.u.). The panels
in b) show the results with hyperparameter tuning and at different noise levels. LPR is used in all cases with measurement noise.
Figure from [3].

(measured as the normalized standard deviation of Cd and Cl).
For the baseline without tuning, all the hyperparameters are
manually selected to unity, except the prediction/control win-
dow set to 3c.u.. The control without hyperparameter tuning
shows a set of undesirable features, such as large oscillations of
the actuation, possibly due to insufficient penalization of the
input variability. After hyperparameter tuning, the penalty
weight of actuation (and actuation variability) on the rear
cylinders is reduced. This allows a more vigorous boat tail-
ing effect, which is known to drive the pinball towards wake
stabilization (although not achievable here due to the hard
constraints imposed on the actuation).

For data without noise, it is clear that the hyperparameter
tuning can reach better performances, with lower oscillations
of the Cl and an overall lower Cd. The results also show that
MPC with online LPR maintains good control performances
with state measures affected by noise. The rear cylinders con-
sistently push towards saturation of the constraints to promote
boat tailing. On the other hand, the lift coefficient seems to
be more sensitive to measurement noise. The system finally
converges on a limit cycle with slightly larger Cl oscillations
in the presence of noise. Nevertheless, with LPR the control
performance is only marginally degraded. A combination of
hyperparameter tuning and online LPR provides a user-free
robust approach for direct application of MPC in this config-
uration.
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INTRODUCTION 
In supersonic transport systems, aerodynamic characteristics 

are highly dependent on several factors, such as atmospheric 
conditions or manoeuvres. A������ϐ������������might increase their 
�����������������ϐ������� especially in terms of the system response 
time. The problem considered in this paper ������������� boundary 
layer interaction (SWBLI) control ��� ϐ����������� �����������
discharge in variety of geometries, including on compression 
surfaces, in shock-dominated duct-driven ϐ����, or at control ϐ���s 
��ϐ���������������.  

Over the last ��� decades there have been a number of efforts 
exploring the ������� ���������� ���� ����������� ϐ���� �������ǡ�
including drag reduction, lift enhancement, separation zone 
����ϐ�������ǡ�����ǡ���������ǡ�ϐ����ǡ����Ǥǡ��������������������numerous 
publications [1, 2, 3]. Some ������discussed a non-homogeneous 
plasma ef����� ��� ������ ����� ȋ��Ȍ� ��������� ���� ���������
re���������������������������������������������������Ǥ��n [4], the 
authors demonstrated effective control of oblique SW position and 
������ ��� ������ ��� ��������� ���������� �������� ϐ����-mounted 
����������������������������������������������αʹǤʹ����ϐ���Ǥ�A different 
approach for plasma-������ �������� ��� �� ����������� ������ ����
employed in [5Ȑ����������������-������������������������������� 
�������� ���� ��� ��ϐ�������Ǥ� ��������ǡ� �������� ������������� ��������
����� ���������� ��� �������� ���� ϐ���ϐ����� ������� �� ������������
�����������ϐ��������������������������������ǡ��αͶǤͷ�to 7, by means 
of different electrical discharges, see [6-7].  

����� ������� ������ ��������� ������� ������ ���������� ��� ����
University of Notre Dame and related to SWBLI control by 
ϐ�����������������������Ǥ������������������������������������������
���������� ��� ���� ������ ����������ǣ� ������ ����� ���� ������������
ramp. 

 
BASIC EFFECT OF THE FILAMENTARY PLASMA ON SWBLI 
The tests discussed ����� ����� ���������� ��� ���� ���-50 

����������� ��������� ����� ������� un���� ���� ��������� ϐ��� 
conditions: Mach number M = 2 and 4, stagnation temperatures 
T0=297-775 K, stagnation pressures P0=1.0-3.2 bar, and steady-
state run time t= 0.5-2 s. The test section consists of a rectangular 
������ �������� ����� ��� �������� ����������� ǤʹέǤʹ� �������� �� ͳι�
������������������������������������������������������� boundary 
������������Ǥ�In the base case, a ͳͲι������������� �����������������
���������������������������� to generate a planar SW impinging on the 
plasma array located on the opposite ����Ǥ ���� ������� ����
generated using a quasi-DC electric discharge [8] originating from a 
set of high voltage electrodes arranged cross-ϐ������� embedded in 
ceramic insert. The electric current connects to grounding rails 
placed ������������������������� in order to elongate the plasma 
ϐ��������� ����������. The electrical discharge operates in a 
current stabilized mode, �����ϐ����� ��� �� ������ ��� I=4-10 A at 

electrodes voltage Upl = 0.3-1 �� and �����������������α�1.5-
4 kW ����������������ϐ�������. The instrumentation includes 
multi-points pressure sensing, schlieren and camera 
visualization, PLIF, Mie scattering, OES, and PSP. A typical Q-DC 
electrical discharge image �������� ���� ���������� �� in M=2 
ϐ����������������	��Ǥ 1. 

 
Figure 1. Q-����������������������������αʹ����ϐ���Ǥ 
 

(a) 

(b) 
Figure 2. Schlieren images of SWBLI at plasma off (a) and on (b). 
 

Schlieren imaging demonstrates the basic effect of plasma 
actuation on the ϐ���ϐ�eld structure ������is observed �����������
regions: (1) SW �������������������������������ȋʹȌ�������ϐ��������
������������������������������������Ǥ�	������2 ����� schlieren 
images collected prior the plasma turned on (a) and images 
during plasma actuation (b). Before plasma is activated, the 
ϐ���ϐ�����������������������series of SWs from the leading edge 
��� ���� �����������������ǡ� ���������� ���� ����� ���� ���� ��� ����
�����ǡ� ���� ���� ���� SW ����� ���� ����� ����� �����Ǥ� ������
��������� ������� ����������� ���� �����������ǡ� ���� ��ϐ�����������
������������������������������ǡ��������������������������������
at the location of the high voltage electrodes, see Fig. 2b. This 
causes upstream movement of the entire shock train. Such a shift 
��������������������������������ϐ����������������'x=100 mm at 
M=2 and M=4 both. 
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SHOCK TRAIN CONTROL 
W�����������������ϐ�����������������������������������������������ǡ�

���������������������������ǡ�th��ϐ�����������������������������������by 
a term “shock train” (ST): a series of compression and expansion 
���������������������������������������������������������	��Ǥ�3. In 
��������������������� ��������ǡ��hanges in freestream parameters and 
combustion intensity result in the rapid repositioning of the ST 
leading to unexpected performance changes and, if the ST leading 
edge moves far enough upstream, unstart. ST might be actively 
����������� ��������� ������������������������������ǡ� ����������������
off-design conditions. 

 
Figure 3. ST in �αʹ����ϐ��� provoked by back pressure bump. 

 
Figure 4. Wall pressure at plasma actuation of ST: h=duct height. 
 

One of the active control approaches is to position the Q-DC 
plasma array upstream of the ST leading edge to reduce the duct 
pressure gradient and to improve overall pressure recovery. The 
������������ ����� performed in a similar to the ���ϐ��������� 
considered above conditions ����������back pressure �����imulated 
by a controlled confuso������������������������������������������Ǥ The 
���������������������ϐ������������������������������Fig. 4. ����������������
���������������������������������������ϐ������������������� upstream 
reducing the strength of the shock train on the plasma-��������������
resulted in a s����ϐ���������������������������������������������������
�������������������������������������������������������Ǥ 

FLOW CONTROL OVER COMPRESSION RAMP 
Another example of successful application of the Q-DC 

discharge for a supersonic ϐ��������������������������������������
ϐ����d�ϐ������� ��������ǡ���������ϐ�aps or compression ramps [6]. In 
����� ����ǡ� ���������������������������� ��� ��������� ����15q ����� 
simulating a ϐ������ϐ������� ϐ���Ǥ�At schlieren image in Fig. 5, the 
original position ������������-related SW ���������by red colour. At 
plasma actuation the SW moves upstream and have a reduced 
inclination angle.  

 

 
Figure 5. Control of SW position over 15q compression ramp. 

�����ϐ������ ������ ��� ϐ���� ϐ����� structure ������ ��� 	��Ǥ� 5 
leads to pressure redistribution behind electrodes and on the 
ϐ���, ����� is controlled by plasma �����. When the plasma is 
turned on the pressure behind the electrodes rapidly increases. 
Conversely, the ramp pressure decreases up to 20% in value 
������ ������ ��� �� ���������� ��� ���� ������������ �����/moment 
acting on the ϐ���Ǥ It is important to note that the reaction time is 
rather short, t<0.3ms, under the conditions of the test described. 

PHYSICS AND LIMITS OF STRATIFIED ENERGY EFFECT  
For various conditions in M>ͳ� ϐ���s, ϐ����������� �������

���������� ���� ���������� ������������Ǥ A ���� ������� ϐ��������
produces an extended zone of gas expansion leading to a conical 
SW production. ����������ϐ������������������������ǡ������������
�����������������������������ǡ�����lting in almost planar plasma-
����������ǡ��������������������������������������������������������
upstream. The physical mechanism of the plasma effect is 
essentially thermalǣ� ����� �� ����� ������ ���� �����������ǡ� ����
������� ����� ��������� ��� ������ ��� ������������� ��������� �����
��������� ��� �� ����������� ϐ���Ǥ� 
��� ��������� ��� �����ϐ��������
redistributed resulting in pressure bump caused by an 
impinging SW or compression ramp is mitigated and moves 
upstream until reaching electrode locations. The negative x-
�������������������������������������ϐ�����������������������������
ϐ������������.  

Based on the mechanism of SW-BL-plasma interaction, a 
������ϐ�������������������fective SW control ��� proposed [8]. The 
critical (minimal) plasma temperature for the triggering effect to 
����� ��� �� ������� ��������� ��� ���� ϐ��������� ������Ǥ� ��� ��� �����
concluded that the method might be especially effective for cold 
���������ϐ���s. 

CONCLUDING REMARCS  
It is a paradigm-shifting concept to use plasma as an active 

trigger action for SW position control. In supersonic or 
����������� ϐ����ǡ� ������� ��������� �������� generated by 
�������ϐ�������� ����������������������������������������������
upstream area, creatin�� �� �����ϐ������ ��������� ���������������
despite a ������ ������� ����������� ��������� ��� ���� ϐ���� ������
enthalpy. 

���� ������� ������ ����� ��� ������ ���� ��� ���� 	����� ��ϐ���� ���
�������ϐ������������ȋ�����Ǥ�
����������Ȍ����������������������ǡ�
grant # FA9550-21-1-0006. Drs. S. Elliott, A. �����ǡ� �Ǥ� ���ǡ� �Ǥ�
Watanabe, ��Ǥ� �Ǥ� ������� ���� ��Ǥ� �Ǥ� ���� �����ϐ��������
contributed to this research. 
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INTRODUCTION

Inducing a Stokes layer of flow right at the wall can reduce
the skin friction drag from wall-bounded turbulent flows (e.g.
[2, 3, 6]).

Plasma actuators (PAs) can induce a Stokes-like wall flow,
similar to what caused by oscillating the flow-exposed sur-
faces along the crossflow direction, and capable of reducing the
friction drag exerted by turbulent flows (e.g. [1, 8, 4]). The in-
terest they collected is motivated by their simpler embodiment
compared to mechanical, pneumatic or piezo-electric devices.
Furthermore, in different configurations, they can induce sta-
tionary crosswise-directed jets [7] and also wall-normal ones
similar to what was investigated by Yao et al. [9] and Iuso
and Di Cicca [5]. This study investigates the effect of the
two last typologies of flow control by means of arrays of PAs
installed in a channel flow.

METHODOLOGY

The experimental campaign took place in a channel flow fa-
cility (0.42m x 0.035m x 10m, in width, height h and length),
operated at the friction Reynolds numbers of Reτ = 190.

The flow actuator hereby considered featured an array of
six dielectric barrier discharge (DBD) PAs with the electrodes
aligned with and extending 600mm along the streamwise
direction. The PAs considered 0.5mm thick polyethylene
terephthalate sheets as the dielectric layer. The electrodes
were made with 0.35mm thick copper tape and the isolation of
the encapsulated electrodes was guaranteed by multiple layers
of Kapton tape. Every actuator featured one exposed elec-
trode connected to the ground and two encapsulated active
electrodes, one per side of the exposed electrode, each con-
nected to a high voltage (HV) source. The latter were four
GBS Elektronik Minipuls 4 set to deliver a 7 kHz sinusoidal
signal of peak-to-peak amplitude of 8 kV.

When the HV signal was supplied to the active electrodes
installed at only one side of the exposed electrode, a set of
mono-directional stationary crosswise jets took place. This
test case will be referred to with the ∞ symbol. When in-
stead bot the the active electrodes received a HV signal, two
oppositely-directed stationary jets where generated. These
would collide somewhere at the crosswise position between
two different actuators, causing an upward-directed motion.
This case is here referred with the symbol 2∞.

The streamwise direction, the wall normal and the crosswise
ones, are identified with x, y and z, respectively. x originates
at the measured region upstream edge, y at the wall and z at
the channel center-line. The velocity components along these
directions are denoted with u, v, w, respectively.

Two different optical flow diagnostics experiments were
set up: a xz plane PIV setup and a yz plane stereographic
PIV (SPIV) setup. Both setups consisted of two Andor

Zyla sCMOS cameras (5.5Mpx, 16 bits) and a Litron double
cavity laser (200mJ/pulse, 15Hz maximum repetition rate).
The cameras were equipped with Tokina 100mm macro lens
with green filters and, for the SPIV setup, with Scheimpflug-
condition adapters from LaVision. The system synchroniza-
tion was guaranteed by a National Instrument PCI-6602
board. The acquisition frequency was 15Hz and a total of
1000 image pairs was acquired.

The PIV setup featured the two cameras placed one next to
the other along the streamwise direction such to image a total
field of view (FOV) extending 111.90mm x 48.10mm along
the x − z directions. This corresponds, in non-dimensional
units, to 1550 x 497.40 along x+ and −z+, respectively. The
illuminated plane was set at y = 5mm (y+ = 52). The final
velocimetry resolution was 3.67 vectors/mm, i.e. 0.35 vectors
per viscous length scale.

The SPIV setup investigated a domain extending 29.50mm
x 22mm along z and y, thus 305.70 x 227.98 along z+ − y+.
The plane was set at x = 546mm (x+ = 5.67 103) from
the actuator upstream edge. The velocimetry resolution was
9.26 vectors/mm (0.89 vectors per viscous length scale).

RESULTS

The performed flow actuation strongly modifies the oper-
ated flow at the wall. This can be appreciated in figure 1,
where the time-averaged velocity fields are shown for the two
considered control cases together with the reference uncon-
trolled flow. While for the latter, a rather homogeneous field
is shown, for the controlled cases, a strong modulation from
the operated plasma jets is observable. For the stationary
crosswise forcing, the flow field appears with broad higher and
lower velocity bands, slightly tilted towards the z+ direction.
For the wall-normal jets case, instead, the low velocity regions
taking place at the crosswise positions in between the exposed
electrodes appear much narrower and more pronounced. This
is the effect of the upwelling motion of lower momentum air
from the wall region caused by the colliding jets.

Turbulent flows are characterized by coherent structures.
The footprint of these, in the velocity field, are regions of
higher and lower velocity. As these appear elongated along the
streamwise direction, they are usually referred to as ”streaks”.
The occurrence and strength of low-speed streaks (LSS) of
streamwise velocity are directly connected to larger skin fric-
tion events. As such, the performed flow actuation aims at
reducing these. In figure 2, an instantaneous streamwise ve-
locity field, for the three considered flows, is shown. The
reference, unforced flow very clearly shows the occurrence of
LSS. They appear rather coherent along both the streamwise
and cross-wise directions. For the ∞ forcing, the LSS coher-
ence along both directions appears reduced. High velocity
regions are also more evident. Finally, for the wall-normal
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Figure 1: Time-averaged streamwise velocity fields U for the considered flow cases. The exposed electrodes are also shown with
red lines.

Figure 2: Instantaneous streamwise velocity fluctuations fields u′ for the considered flow cases. The exposed electrodes are also
shown with red lines.

forced flow, 2∞, both high and low velocity regions appear
weaker and more fragmented.

The LSS features are then statistically analysed extract-
ing connected regions of u′ < 0, extending in the streamwise
direction for at least 100 viscous length scales. The velocity
fields are then conditionally averaged to derive LSS statistical
features. These are shown in figure 3. Figure 3a shows that
the ∞ and 2∞ forcing reduce, at the measurement plane, the
velocity deficit within the LSS. Figure 3b reveals that the wall-
normal vorticity ω′

y within the LSS is much reduced by all the
considered forcing. The flow actuation increases the probabil-
ity (pdf) of larger streaks’ length L+

s (figure 3c) whereas, has
milder effects on their average width W+

s (figure 3d).

The presentation will give more insight on the effect of the
performed flow control on the operated flow, further discussing
the flow mechanisms at play.
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INTRODUCTION 
Controlling the supersonic/hypersonic flow over an 

aerodynamic (AD) body by applying energy to the flow or to 
various points on the surface of the streamlined body is now a 
well-established field in aerospace science [1]. Numerous 
reviews are devoted to various aspects of this topic, from drag 
and aero-heating reduction [2] to the effect of plasma-induced 
flow separation [3] and the influence on a flow of filamentary 
plasma and spatially multi-component plasma structures [4].  

The presented talk analyses the approaches to controlling 
high-speed flows and aerodynamic characteristics of an AD body 
using remote stratified energy sources and near surface energy 
supply. Special attention is paid to control the sonic boom effect 
during the use of stratified energy deposition. 

RESULTS 
New approaches have been developed to control the bow 

shock wave, drag and lift forces (at zero angle of attack), as well 
as the stability of a high-speed flow past an AD body using a 
thermally stratified energy deposition [5]. The possibility of 
initiating and damping self-sustained flow pulsations in a case of 
an asymmetrical energy source, influencing drag and lift forces 
is shown (Fig. 1 upper). In addition, the control of other 
aerodynamic characteristics of the body by changing the 
temperature in the layers of a thermally stratified energy source 
is demonstrated. The occurrence of multiple manifestations of 
the Richtmeyer-Meshkov instability was discovered, leading to 
curvature and, in some cases, almost complete disappearance of 
the front of the bow shock wave in the region of energy release. 
A new multi-vortex mechanism for the action of a stratified 
source on the body is described (Fig. 1 bottom).  

A formulation of principles for high-speed flow control using 
thermally stratified energy deposition is presented. These 
principles include both unsteady and steady flow control, which 
provide the ability to control flow pulsations and drag/lift forces.  

The results on the noise impact on the ground during flow 
control using thermally stratified energy sources are analysed 
[6]. These results showed that controlling flows with stratified 
energy sources does not introduce additional noise at the ground 
level. In a broader sense, these simulations showed that changing 
the surface pressure on an AD body and reducing drag do not 
necessarily lead to change in perceived sound level in decibels 
(PLdB) near the ground. 

 
 
 

 
 

 
 

 
 

Figure 1. Fields of density for the action of asymmetrical 
(upper) and symmetric (bottom) thermally stratified energy 
sources (dimensionless time moments are indicated) 

The possibility of controlling the position of a steady bow 
shock wave by creating a volumetric plasma region using a 
surface gas discharge organized on the entire front surface 
of the semi–cylindrical body has been demonstrated 
experimentally and numerically [7] (Fig. 2 upper). It was 
found that the position of the steady bow shock wave, in 
addition to the specific power of the gas discharge, is 
affected by the value of the adiabatic index in the region of 
plasma created by the discharge, as well as the degree of 

# 32



2 

ionization and the degree of nonequilibrium of the discharge 
plasma. Good agreement was obtained between numerical and 
experimental data (Fig. 2 bottom). Based on studies of non-
stationary processes of formation of a steady flow mode, a 
mechanism for the influence of the plasma region created by the 
discharge on the position of the bow shock wave in a steady state 
is formulated.�� 

 

 
 
 

 
 

Figure 2.  Dynamics of the pressure field during the 
establishment of a steady flow mode under the action of gas-
discharge plasma (superposition of flow patterns) (upper). 
Computational and experimental data on the dependence of the 
relative value of the steady bow shock stand-off distance on the 
discharge power (bottom); γs -adiabatic index in the plasma 
region, q	–	specific discharge power. 

The presented results have practical implications, especially 
in the supersonic and hypersonic context, since it has been 
shown that the structure and position of the bow shock wave 
(and consequently the characteristics of an AD body) can be 
precisely controlled by the considered types of energy 
deposition. This opens up potential advances in the field of 
supersonic and hypersonic flow control for a variety of 
applications in controlling both external and internal high-speed 
flows. 
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INTRODUCTION

According to European laws voted in 2019, new heavy-duty
vehicles in the EU must reduce their CO2 emissions with re-
spect to 2005 levels by 15 % by 2025 and by 30% by 2030
[1]. In this context, active flow control is of particular inter-
est to reduce trucks emissions, as the truck shape is largely
dictated by practical constraints. Passive devices have shown
effective to reduce the drag at design conditions [5, 6, 9], but
they underperform outside of the design range and bring ma-
jor impediments on logistical aspects.

Active flow control techniques applied to heavy transporta-
tion vehicles have shown to allow a drag reduction of up to
20% on highway-like conditions, providing 15% net power sav-
ings [7, 8]. Such results have been achieved using Coanda
actuators on the base of the trailer, shortening the wake of
the vehicle and therefore raising the base pressure. However,
trailer owners are often not primarily interested in reducing
the consumption of the truck. Instead, fleet operators have
more direct influence on the tractor part of the tractor-trailer
system.

Another way to enhance the aerodynamic performance of
trucks is to prevent lateral separation on the cabin, as shown
by Vernet et al. [10]. Fleet operators have a more direct im-
pact on this region of the vehicle and the length limitation is
not an issue. In addition, lateral separation also plays a role
in the lateral force observed in asymmetric configuration (yaw
angle ̸= 0◦). In this work, we investigate the effect of dielec-
tric barrier discharge (DBD) plasma actuators located on the
front vertical edges of the cabin (also known as A-pillars) on
preventing separation and hence enhancing the aerodynamic
performance of a standardized truck, both for drag reduction
and lateral stability.

METHODOLOGY

Although less investigated than the Ahmed body [2], the
Ground Transportation System (GTS) has been introduced as
a generalized truck model by in Gutierrez et al. in 1996 [6].
The GTS is well-known for displaying a laminar separation
bubble on both sides of the cabin, even when the incoming
flow is aligned with the truck axis [9]. Together with the rear
wake, the lateral separation bubbles are the main contributors
to the drag on the GTS.

A scaled-down model of the GTS has been placed in the
closed-loop wind tunnel of the Department of Aerospace En-
gineering at the University Carlos III of Madrid. The tunnel

has a square test section of 40 cm x 40 cm and the model has
been placed 35 cm away from the beginning of the test section,
as illustrated on Figure 1. The truck has been 3D-printed in
PLA and its width w = 8.5 cm has been selected to induce a
blockage ratio below 15% when introducing yaw up to 10◦ in
future studies. The incoming flow velocity is set at 8.0 m/s,
which yields a Reynolds number Re = 3.47 · 105.

Figure 1: Sketch of the experimental setup inside the wind
tunnel test section.The blue elements are the DBD plasma
actuators and the green plane is the PIV plane.

The GTS has been modified with slots on the A-pillars to
allow for the installation of flush-mounted DBD plasma actu-
ators, shown in blue in Figure 1. Such actuators consists of
two copper electrodes located on both sides of a dielectric. The
working principle of a plasma actuator is shown in Figure 2. In
our experiment the dielectric consists of a quarter-cylindrical,
1 mm thick plastic part, 3D-printed in PLA. Both plasma ac-
tuators are fed with a single Minipuls 4 pulse generator from
GBS Elektronik GmbH. It produces an AC signal, oscillating
at 20 kHz and with a peak amplitude of 4.44 kV.
We investigate the extent of the laminar separation bubble
expected along the cabin of the GTS using planar particle im-
age velocimetry (PIV). The horizontal measurement plane is
represented by a green surface on Figure 1. It is located 5.5
cm above the wind tunnel floor. In the streamwise axis, the
observation region starts 2 mm before the truck nose and ex-
tends over 135 mm downstream of it. In the spanwise axis,
the PIV plane edge lies on the truck cabin and extends over
36 mm.

DEHS particles of approximately 1 µm diameter are gener-
ated with a Laskin nozzle to seed the flow. A pulsed Nd:Yag
laser is used to illuminate the particles. Each of the two cavi-
ties of the laser produces a maximum pulse energy of 200 mJ.
The delay between the two pulses is set to ∆t = 36 µs. An
Andor SCMOS camera, with 2560 x 2160 pixel sensor (6.5 µm
pixel size) records the particle images. The camera is equipped
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with a Nikon objective with 50 mm focal length. The final
spatial resolution is 18.8 pix/mm. Part of the wind tunnel
floor consists of a transparent methacrylate plate, which al-
lows the camera to be placed below the setup. The images are
processed with the open software PaIRS, developed by the
University of Naples ”Federico II” [3].

Figure 2: Functioning principle of a DBD plasma actuator.
An airflow tangential to the surface is generated. Courtesy of
[4].

RESULTS

Figure 3 shows the average velocity fields computed from
1,500 snapshots taken over a minute-long experiment in the
wind tunnel. The velocity vectors are represented with arrows,
and the color shows the velocity magnitude, according to the
color bars next to the figures.

In the baseline case (Figure 3a), the flow detaches from the
cab side (upper edge of the figure) after approx. 0.15w (the
cab starts at x/w = 0.02). We then observe the presence of
an elongated recirculation bubble that extends over 0.83w in
length and is 0.077w wide.

When the plasma actuators are turned on (Figure 3b), the
separation bubble is still present but its extent is reduced to
0.6w. The width of the bubble also diminishes to approxi-
mately 0.034w.

(a) No actuation

(b) Plasma actuators on

Figure 3: PIV comparison of the laminar separation bubble on
the truck cabin side with and without actuation. The veloc-
ity fields are averaged over 1500 samples. The color indicates
the magnitude of the velocity nondimensionalized by the free
stream velocity U∞=8 m/s. Ticks indicate the spatial coordi-
nates as fractions of the truck width w=85 mm.

We expect this change to lead to a sensible drag reduction
and even more so when the truck has a non-zero yaw angle.
In the non-zero yaw case, the lateral force should also be sig-
nificantly reduced. Lateral and drag force sensing results for
several yaw angles will be presented during the conference.

CONCLUSION

We have demonstrated the feasibility of using plasma actu-
ators on the A-pillars of a standardized truck model to reduce
the laminar separation bubble on the cabin sides. This opens
the door to more sophisticated strategies, such as controlling
the actuation power on both sides depending on the yaw an-
gle in an open-loop manner, or even including feedback. For
closed-loop control, force sensing seems the easiest path to fol-
low, but for real applications, pressure sensors appear as the
preferential choice.
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INTRODUCTION

The present work focuses on the suppression of Tollmien-
Schlichting waves in an incompressible boundary layer
developing on a flat plate by means of a Dielectric Discharge
Barrier (DBD) Plasma Actuator as a Real Time Active
Flow Control (AFC) device, driven by two Artificial In-
telligence based techniques: Particle Swarm Optimization
(PSO) and Single Step Deep Reinforcement Learning (SDRL).

PSO, introduced by Kennedy and Eberhart [1], is a tech-
nique based on swarm intelligence that can be used to find
an optimal solution to a problem by updating a population of
candidate solutions (individuals) based on a metrics of relative
quality (reward or loss function) in an iterative procedure.

SDRL is a policy-based optimization technique where
the intelligent agent uses a policy network to represent the
density function of the next iteration’s evaluations [2]. It
can be seen as a degenerative deep reinforcement learning
algorithm in which single-step episodes are enough due to the
state-independent optimal policy of the neural networks.

Drag reduction by delaying the transition in an incompress-
ible boundary layer flow and the use of DBD as a control device
are well assessed topics in Flow control [3, 4, 5]. Although
Artificial Intelligence techniques found some application in
numerical research [6, 7, 8], its application in real word ex-
perimental conditions has not been deeply investigated yet.
The aim of the present research is to assess how PSO and
SDRL perform in tuning the AFC control parameters to find
an optimum control state, i.e. an optimum Finite Impulse Re-
sponse (FIR) filter that, applied to a pressure reference signal,
generates an optimum control output signal.

SETUP

Experiments take place in the A-Tunnel of the Low-speed
Wind Tunnel Laboratory of TU Delft.

The whole setup is summarized in Figure 1. The tested
model consists of a 950 mm x 495 mm Aluminium plate that
hosts a 430 mm x 210 mm PMMA insertion. Six GRAS 46BE
1/4” CCP Free-field standard microphones with a threaded
head are screwed from the back side of the insertion plate
and they read pressure data thanks to 0.3 mm holes on the
front surface. The microphones have a nominal sensitivity
of 3.6 mV/Pa and are equally spaced from 0.4m to 0.65m
from the flat plate leading edge. The signals collected by
the microphones located at 0.4m and 0.55m from the flat
plate leading edge are then filtered by using a bandpass
Infinite Impulse Response (IIR) filter with a bandwith of

Figure 1: Setup for the AFC

Figure 2: Map of N factor output by LST; White lines: iso-
values of growth rate (−αi); Markers: Locations of DBD
actuators(upright triangles) and sensors(inverted triangles)

150Hz centered about the frequency of the generated TS and
used in the algorithms as reference (x(k)) and error (e(k)),
respectively.

A DBD Plasma actuator made with two layers of 50µm
thick Kapton and a 30µm thick layer of copper is employed
to trigger TS waves at frequencies for which Linear Stability
Theory (LST) expects a sufficient growth up to the region
where the sensors are placed (Figure 2). The connector of the
copper layer is connected to the High Voltage output cable
of a TREK 20/20C High Voltage amplifier while Aluminium
plate serves as grounded electrode.

The DBD is operated remotely on a computer workstation
where the driving signal is generated by LabView software and
sent to the amplifier via a Digital/Analog converter.
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A second DBD Plasma Actuator is used to trigger the
”control” TS waves. The trigger and control DBD actuators
are placed 0.2m and 0.45m from the flat plate leading edge,
respectively.

With regards to the PSO, the algorithm is fully imple-
mented in Simulink Real-Time and is run on a Speedgoat
Performance target machine. The individuals are a set of con-
stants that constitute a FIR filter for the reference signal x(k)
to output a filtered y(k) signal. In turn, the modulation of
this signal with a high frequency carrier signal is sent to the
amplifier that then enables the controller DBD by supplying
voltage to the copper electrodes, creating a strong electric field
and forming ion-electrons pairs that act as momentum source
in the presence of the electric field.

The target machine is connected via Ethernet to a de-
veloping computer where the Simulink Real-Time model is
implemented and where data are logged in real time thanks to
the Simulation Data Inspector feature. With regards to the
SDRL, individuals are generated with a script running on the
developing machine and the Simulink Real-Time model is only
used to deploy actuation and to save individuals performances
in the time horizon.

PRELIMINARY RESULTS

Preliminary results concern open-loop control that narrows
down the range of voltage levels that are effective in suppress-
ing TS waves and that highlights the effect of relative phase
between the signals fed to the DBDs. Results displayed in
Figure 3 refer to conditions reported in Table 1 while swept
variables are the amplitude of the control signal and the rela-
tive phase between the two sinusoidals.

Table 1: Open loop: Properties of trigger and control signals
Property Run Open Loop 1.1

Freesteam Velocity 10 m/s

Trigger Type Sine
Trigger Amplitude 5.5 kV pp
Trigger Frequency 125 Hz

Control Type Carrier Modulation
Control Frequency 125 Hz
Carrier Frequency 1000 Hz

For the closed loop, Figure 4 shows that PSO is able to
make population converge to a FIR filter that generates an
action that effectively reduces the rms of the error signal. In
the algorithm, as reported in Table 2, the metrics of quality
of an individual is set as the reduction of the rms of the error
signal with respect to the uncontrolled case.

Table 2: Closed loop: Properties of trigger and algorithm
Freesteam Velocity 10 m/s

Trigger Type Modulation with Duty Cycle
AC Signal Amplitude 5.5 kV pp
AC Signal Frequency 1000 Hz

Duty Cycle 50 %
Modulating Signal Frequency 125 Hz

Episode Time 0.5 s
Looping Frequency 10 kHz

Fitness (rms0 − rms)/rms0

Figure 3: Open loop control: Spatial distribution of FFT mag-
nitude peaks of the microphones signals by varying Control
Signal Amplitude (Ac) and Trigger/Control sinusoidals rela-
tive phase (ϕ)

Figure 4: Closed loop control:Non-dimensional reduction of
rms of error signal v. Episodes
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INTRODUCTION

Fully-developed turbulent channel flow is a canonical wall-
bounded turbulent shear flow that is significant because it
is a base for studies on how surface roughness and drag re-
duction strategies affect the drag in wall-bounded turbulent
flows. The fully developed channel flow is statistically ho-
mogeneous in both the spanwise and streamwise directions,
resulting in no spatial growth in the flow direction. Nev-
ertheless, experimental studies of turbulent channel flow are
less common compared to other canonical flow configurations
like turbulent boundary layer and fully developed pipe flow,
partially due to the required larger footprint of the experi-
mental facility that produces fully developed channel flow [2].
To maintain nominally two-dimensional flow in the channel
centreline, the experimental facility requires a high aspect ra-
tio, leading to an order of magnitude larger cross-sectional
area in comparison to a turbulent pipe experiment with the
same Reynolds number[3]. The high spatial resolution PIV
measurement in the channel centreline also presents some
complexities in the experiment. This paper presents a two-
component, two-dimensional hybrid particle image/tracking
velocimetry (2C-2D PIV/PTV) for the turbulent channel flow
investigations that overcomes these obstacles for a high spa-
tial resolution measurement required in studies on how surface
roughness and drag reduction strategies affect the drag in wall-
bounded turbulent flows.

EXPERIMENTAL METHODOLOGY

The experiment was conducted in the LTRAC high-speed
water channel. The test section of the water channel is 1.6
m in the streamwise direction, 700 mm in the spanwise direc-
tion and 20 mm in the wall-normal direction, corresponding
to a channel half-height, h, of 10 mm. Due to the high as-
pect ratio of the cross-section, the side walls have a negligible
effect on the flow at the centreline of the channel flow, and
the flow along the centreline of the channel nominally is two-
dimensional in the mean [6]. The water channel is constructed
using a stainless steel frame with glass on all four sides, provid-
ing full optical access to the channel flow. The water channel is
powered by a 5.5 kW motor driving a centrifugal water pump.

The water from the pump flows into a settling chamber, which
holds 200 litres of water and contains four grids and a honey-
comb flow straightener to reduce the turbulence level of the
inflow. The flow then goes through a 10-to-1 contraction and
a boundary layer trip before entering the channel test section.
The PIV measurement domain is 1.5 m (150 h) downstream
of the trip to ensure a fully-developed channel flow. At this
location, the frictional Reynolds number, Reτ , is estimated to
be 1,400 and the viscous length scale, l+, is estimated to be 8
µm. The field of view of the experiment is in the wall-normal –
streamwise direction along the centreline of the channel, which
extends the full wall-normal extent of the channel and is 24.5
mm (2.45 h) in the streamwise direction. The field of view is
illuminated by an InnoLas Compact 400 PIV lamp pumped
Nd:YAG laser, with the flow seeded using hollow glass spheres
of 11 µm diameter.

The PIV image pairs were obtained using two Emergent
HZ-100-G-M cameras. These cameras have a CMOS sensor
measuring 36.1 mm wide and 29.4 mm high, with a total of 103
million (11,276 × 9,200) pixels. As these cameras do not have
a double shutter, a beam splitter is used to match the fields
of view of the two cameras which capture each of the single-
exposed PIV images. The large image sensor of these cameras
presents a challenge for camera position calibration, as the
error introduced by lens distortion near the corners of the
imaging sensor can be of the order of 10 pixels. To avoid un-
acceptable uncertainties caused by lens calibration, a lensless
imaging registration system based on holographic techniques
was developed. Unlike conventional imaging, holography be-
longs to coherent imaging, where the illumination light is a
coherent light with a planar wavefront provided by a laser.
When a target is placed in the light path, the interference
pattern between the scattered light of the camera and the il-
lumination light is recorded by the camera, resulting in the
recording of a hologram. Using this technique, it is possible
to trace back the incident angle of the imaging light as well
as the relative position between the target and each of the
two cameras without distortion introduced by a lens. With
this method, the mapping of each pixel in the two cameras to
the physical coordinates could be obtained with a sub-pixel
uncertainty.

1

# 35



(a)

(b)

Figure 1: (a) A photo of the LTRAC high-speed water channel.
1: settling chamber 2: contraction 3: test section 4: seeding
chamber 5: particle filter 6: axillary pump for the filter 7:
main pump. (b) A photo of the imaging optical setup. 1: first
camera 2: second camera 3: (inside the mount) beam splitter
4: 400mm f/2.8 lens 5: mirror to image inside the channel.

The magnification of the imaging system is 1.47, and the
object plane is 350 mm away from the side wall of the wa-
ter channel, which is longer than the working distance of any
available macro lens. Therefore, a telephoto lens was used in
the experiment, with the lens located just outside the water
channel and the camera positioned about 500 mm away from
the lens, as shown in figure 1(b). This optical setup greatly
reduces the numerical aperture of the imaging system. There-
fore, a large aperture lens, Nikon 400mm f/2.8, is used for the
optical PIV imaging system. To increase the signal-to-noise
ratio of the PIV images and, at the same time, ensure the
measurement volume is adequately seeded, a selective seed-
ing device is used to seed near the central line of the tunnel
only. The PIV images are analysed using an in-house multi-
grid/multipass PIV/PTV algorithm [4], and the PTV velocity
vectors are organised into bins that are 0.6 viscous length in
height and cover the whole streamwise domain of the mea-
surement. The PTV velocity vectors are corrected for lens
distortion using the method described by [5] before being used
for statistics calculation.

RESULTS

The velocity statistical profiles are presented below and
compared with the profiles from a direct numerical simula-
tion of a similar Reynolds number. Additional results will be
presented and discussed at the conference.
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INTRODUCTION

Design and deployment of a real-time controller for engi-
neering flow control applications requires adaptability to the
performance envelope of the dynamic plant it is applied to
(e.g. cruise conditions for an airliner). Adaptive control algo-
rithms can be employed, in this context, to (1) automatically
identify the system dynamics, and (2) adapt to slowly-varying
conditions in the fluid dynamic system. The Filtered-x Least
Mean Squares (Fx-LMS) algorithm is one that has proven it-
self in the literature both for acoustic noise attenuation [4] and
control of convective harmonic flow disturbances [6].

The overarching goal of this work is to build a controller
that is able to effectively identify and target large-scale (low-
frequency) velocity fluctuations in a turbulent boundary layer
(TBL). These space-coherent fluctuations are most intense in
the logarithmic region and they are strongly correlated to
main skin-friction-drag-producing mechanisms [8]. As such,
the intention is to indirectly control (minimize) skin-friction
drag, by way of controlling the off-the-wall velocity fluctua-
tions. With the objective of minimizing the controller’s form
drag and, thus, maximizing net power savings, sensing and
actuation hardware need to be embedded in the wall. In par-
ticular, it has been shown that wall-pressure can be employed
to identify the velocity fluctuations to-be-targeted [1, 9]. In
fact, spatio-temporal correlations between streamwise velocity
and wall-pressure have revealed low but significant coherence
between the low-frequency content of the wall-pressure sig-
nal and the velocity in the logarithmic region, which can be
attributed to the passage of large-scale motions [3].

Spectrally, turbulence-induced wall-pressure fluctuations
are broadband in nature [5] and a complex target for an adap-
tive controller to identify. Therefore, this paper illustrates
the deployment of an adaptive Fx-LMS control algorithm to
a TBL, strongly modulated by a Kármán vortex street orig-
inating from a wall-parallel spanwise-oriented cylinder. This
introduces a harmonic forcing and, thus, a strong degree of
coherence to the broadband TBL system. This is taken as a
starting point for the development and evaluation of the Fx-
LMS algorithm, before generalizing the control framework to
broadband turbulence.

EXPERIMENTAL IMPLEMENTATION

Experiments were carried out in an open-return wind tun-
nel facility (W-Tunnel) at the Delft University of Technology.
The facility has a cross-sectional area of 0.6 × 0.6m2 at the
inlet of the test section and the freestream velocity was set
at U∞ = 15m/s. A test section with a length of 3.75m is
employed, comprising a flexible ceiling configured for a zero-
pressure-gradient streamwise development of the flow. At a
distance of 2.90m downstream of the trip (P40-grit sandpa-
per), the TBL attains a thickness of δ = 0.07m. Further
details of the setup can be found in the literature [2].

A coordinate system (x, y, z) is used that has its origin on
the wall at the spanwise center of the test section, at a distance
of 2.90m downstream of the trip. To harmonically force the
flow, a wall-parallel, spanwise-oriented cylinder was installed,
having a diameter of D = 0.032m. It was positioned at x =
−7.3D, with its center line at y = 1.5D. A schematic of the
experimental setup is presented in fig. 1a.

Input sensors consisted of eight GRAS46BE quarter-inch
free-field CCPmicrophones, having a nominal sensitivity of 3.6
mV/Pa. Seven of them were integrated in a pinhole-cavity,
flush-mounted to the wind tunnel wall at x = −5.3D. Ad-
ditionally, a single microphone was sting-mounted into the
freestream flow to monitor acoustic noise and to facilitate
real-time noise-removal. This procedure is based on a real-
time projection of all eight instantaneous pressure signals onto
pre-identified spatial POD modes. Actuators comprise three
wall-normal blowing jets triggered simultaneously, activated
by fast-acting on/off solenoid valves, with an exit velocity of
vjet = 0.8U∞. The actuators are situated at x = 0. Fi-
nally, error sensors are integrated at x = 4.3D and consist
of 7 PUI AOM-5035L-HD3 electret microphones. A noise-
correction procedure based on POD was also implemented for
this downstream array of sensors.

The control loop runs at a frequency of floop = 2.5 kHz on
a Speedgoat Performance real-time target machine and em-
ploys the Fx-LMS algorithm (its block diagram is shown in
fig. 1b). Further details regarding the implementation of this
control logic can be found in the book of Hansen [4] and will
be elaborated upon in the full conference contribution.

For assessment of the controlled flow, time-series of the
streamwise velocity component were acquired using hot-wire
anemometry (HWA). A TSI IFA-300 constant temperature
anemometer (CTA) is used, with a standard Dantec 55P15
boundary layer probe. Data were acquired along a wall-normal
profile at x = 2.15D for the uncontrolled and controlled flows.

FLOW RESPONSE TO CONTROL

The response of the flow to control is here presented in
terms of streamwise velocity spectra along a wall-normal pro-
file at x = 2.15D. Pre-multiplied energy spectra of the
streamwise velocity component are shown in fig. 2a, in terms
of a spectrogram for the uncontrolled flow: φuu(St∗, y/D).
Here, St∗ refers to the characteristic Strouhal number St∗ =
fD/U∗, with U∗ = 12.5m/s being the average streamwise ve-
locity at the y-location of the cylinder axis (y = 2D) in the
clean turbulent boundary layer (i.e., when no cylinder is in-
stalled in the test section). The spectrogram in fig. 2a shows
a sharp energy increase around St∗ = 0.22 (f = 85Hz). The
high-intensity energy is concentrated, as expected, around the
upper and lower shear layers of the cylinder wake [7].

The Fx-LMS algorithm identifies the two FIR kernels (see
fig. 1b) in real-time after a short convergence time of ≈ 3 s.
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Figure 1: (a) Schematic of the experimental hardware configuration comprising input sensors (green), jet actuators (blue) and error
sensors (orange). (b) Fx-LMS control system block diagram, as deployed for the control of cylinder-induced vortex shedding.
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Figure 2: (a) Spectrogram of the uncontrolled flow at x = 2.15D, obtained from hot-wire data. (b) Percentage difference in the
spectrogram of the controlled flow with respect to the unctrolled case, ∆φuu = 100 · (φuu,LMS − φuu,unc)/φuu,unc.

Once convergence is achieved, the FIR-kernels are deployed
and the effect of the controller on the flow is measured. The
percentage difference of the wall-normal spectrogram of the
controlled flow, with respect to the uncontrolled case, is pre-
sented in fig. 2b. A clear reduction in energy of up to ≈ 39%
at St∗ ≈ 0.22 is observed in the region 0.2 ≤ y/D ≤ 1. Similar
conclusions can be drawn from wall-normal hot-wire velocity
profiles acquired at x = 0 and x = 4.3D, but the results are
not presented here for brevity.

Thus far, our results confirm the effective deployment of the
Fx-LMS to the cylinder-induced vortex shedding control, as a
clear reduction in shedding intensity was measured. In the full
conference contribution, a comprehensive set of results will be
discussed, touching upon the implementation of the controller,
the flow response, and the applicability of the controller to
broadband turbulence.
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INTRODUCTION

The advancements in flow sensing are crucial for imple-
menting active flow control strategies within turbulent flow
layers. In wall-bounded flows, the implementation of non-
intrusive sensors within the wall is often the only option avail-
able. Linear methods have been to some extent successful in
tackling different problems about flow reconstruction within
channel flows. In particular, flow estimations from wall-based
measurements have yielded accurate results up to the logarith-
mic layer [2]. The advent of artificial intelligence has opened
new avenues for developing methodologies that can capture
non-linearities and enhance estimation accuracy. Notably,
recent studies have focused on estimating the fluctuation ve-
locity field in wall-parallel planes at various distances from the
wall [4, 5, 3]. Generative adversarial networks (GANs) have
proven to be particularly effective among the various deep
neural network architectures. GANs were able to accurately
estimate turbulent flow fields from instantaneous measure-
ments of wall pressure and wall shear stresses, even when only
coarse wall measurements were available, in an open chan-
nel flow at a Reynolds number Reτ = 180 [5]. These works
performing flow reconstructions in wall-parallel planes have
motivated the recent development of 3D-GANs [1], which al-
low reconstructing the flow field in a three-dimensional region.
To do so, this methodology introduces additional complexities
to previously developed GANs for planar reconstructions. The
approach proposed by Cuéllar et al. [1] is assessed employing
Direct Numerical Simulation (DNS) data at with complete
wall information. In a practical scenario, however, data might
be affected by noise and the available sensor resolution may
be lower. The present work will assess these aspects.

MOTIVATION: 3D-GAN

Following Cuéllar et al. [1], a dataset generated from a
Direct Numerical Simulation (DNS) of a periodic turbulent
channel flow at Reτ = 200 is leveraged. The simulation do-
main has dimensions πh (streamwise), 2h (wall-normal) and
π/2h (spanwise), on a grid of [64×128×64]. The network takes
as input [64×64] mappings of pressure and shear stresses in the
streamwise and spanwise directions [pw, τwx , τwz ] measured
at the bottom wall of the channel. The network estimates the
fluctuation velocities [u, v, w] in the bottom half of the chan-
nel in a [64 × 64 × 64] grid. The DNS wall and flow data
with which the network works are centred and normalized by
their standard deviation for each wall-normal coordinate. This

innovative approach brings several benefits. Firstly, a sin-
gle trained network can accurately estimate an entire spatial
region, whereas 2D methods often require training multiple
networks independently for different wall-normal distances.
Furthermore, the integration of 3D convolution layers in the
3D-GAN ensures spatial continuity, a feature lacking in 2D
approaches. Besides, despite the 3D-GAN having a higher
number of trainable parameters compared to previous 2D
GANs, it remains within a similar order of magnitude. This
results in a significant reduction in computational resources, as
opposed to the need to train 64 separate 2D GANs to achieve
comparable estimations.

The 3D representation of the flow enables direct analysis of
turbulent patterns. Identifying sweeps and ejections holds par-
ticular interest for applications in flow control. The network’s
capability to perform flow predictions successfully depends not
only on the distance from the wall but also on other factors
related to wall interactions. The 3D-GAN can reconstruct a
wall-attached structure that extends deep towards the cen-
tre of the channel with reasonable accuracy, while it may not
effectively detect wall-detached events. Thus, the network
effectively filters out turbulent coherent structures that lack
correlation with the instantaneous sensing at the wall.

METHODOLOGY

This 3D approach introduces the challenge of managing a
substantial volume of data, involving [64 × 64 × 3] wall in-
puts per instantaneous frame. Handling such data becomes
particularly demanding if the technique is to be applied in
scenarios requiring high-frequency data acquisition and pro-
cessing, such as active control purposes. Moreover, the com-
plexity of deploying a sensor setup with three types of sensors
on overlapping grids adds another layer of challenge. Given
this situation, a series of cases is proposed in which the net-
work would operate under less ideal conditions, closer to the
real conditions that might occur in an experimental applica-
tion or a prototype based on this methodology. For all these
cases, the requirements for estimating the three components
of the velocity field in the same domain would be maintained:

• Reduction in the number of sensors by downsampling.
The grid that places the sensors in the wall is progres-
sively coarsened, both in the streamwise and spanwise
directions.

• Reduction in the number of sensors (as previous point)
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with different downsampling factor along each direction
to assess the implications of various sampling of scales.

• Reduction in the number of sensors by measuring only
one physical quantity, instead of three. This point is
combined with the first one, opening several varied pos-
sibilities.

• Introduction of noise in the measurements over the cases
considered in the first point.

RESULTS & CONCLUSIONS

This study includes an evaluation of the performance of
the 3D-GAN under these different challenging scenarios that
might be considered towards a real implementation.

One of the main conclusions found in reference [1] was that,
even if the performance of the network degrades as one moves
away from the wall, structures with a footprint at the wall are
still reasonably identified. In relation to this, in this analysis,
we show how the network performance has a strong relation
with the quality with which these wall patterns are sampled.
This may be more important than the number of sensors used
per se. In figure 1 the error is reported in form of Mean
Squared Error on the inner-scaled streamwise velocity fluctu-
ations as a function of the wall distance y. The superscript +

indicates scaling with inner quantities. The case with 32× 32
sensors, which is able to capture most of the wall spectra with
respect to 64×64 sensors, can provide us with a reconstruction
of almost the same quality. When the wall patterns are not
so well preserved and there is a substantial loss of scales, as
with 16× 16 or 8× 8 sensors, differences in the error become
significant.

Figure 1: Wall-normal profile of the MSE of the u+ estimation
for cases with different wall-input resolution.

When reconstructions are carried out with just one type of
sensor, there is an additional penalty as part of the informa-
tion is not accessible to the network. The different degrees
of correlation of the wall quantities with the flow field affect
significantly the network performance. However, the impor-
tance of wall patterns and how well they are sensed with the
amount of sensors used also plays a very important role, while
the scales of each type of wall pattern are different. The pat-
terns of τwx are characterized by elongated streaks and are
substantially larger than those observed in pw. Our results
show that pw provides the best performances (except for a
small region very close to the wall where τwx offers a better
correlation) provided that the number of sensors is large (i.e.
close to full resolution). However, with downsampled sensors

the reconstructions from τwx are better than those from pw,
as the τwx wall-spectrum is much better preserved. Regard-
ing τwz , it offers the worst correlation independently of the
resolution employed. However, it is drastically affected by the
downsampling, as it has the smallest wall patterns.

The analysis of reconstruction performances in the presence
of noise revealed that the error of the reconstructions increased
with the level of noise introduced, although surprisingly the
effect is more significant for the cases with higher resolution
of wall sensor distribution. The additional penalty due to the
noise introduced in the measurements is progressively attenu-
ated with downsampling.

The amount of wall information accessible for the network
can give us an order of the accuracy of the reconstruction, but
there are other elements that can strongly influence its quality.
On the one side, we have the wall quantities to which the
network has access. The correlation with the flow field is not
the same for all of them, element that may limit the network’s
reconstruction capability. On the other side, the resolution
with which the network has access to these quantities can
restrain the degree of wall patterns felt by the network, which
may alter the real footprint of structures on the wall.
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INTRODUCTION

The evaluation of drag reduction in internal flows in exper-
imental set-ups either relies on global pressure drop measure-
ments or on the direct measurement of the wall-shear stress.
The latter allows to asses local wall shear stress information,
which is particularly interesting for control approaches, where
the control effort results in spatially non-uniform near-wall
flow conditions. Direct measurements of the skin friction can
rely on oil-film interferometry on smooth wall surfaces, which
can, however, not be applied in many control scenarios includ-
ing riblets or plasma-based actuation. In addition, the drag
behaviour in non-equilibrium flow conditions is of interest such
that a direct evaluation of the skin friction drag is required,
since no fitting of the measurement data to a generic velocity
profile (which requires outer layer similarity) is applicable.

A variety of techniques exists, that allow the direct mea-
surement of the wall shear stress (cp. [8]). In general, this
resorts to a determination of the near-wall mean velocity gra-
dient and the dynamic viscosity. Due to the small spatial
scales of near-wall velocity gradients high spatial resolution
and the determination of the wall location are of utter im-
portance. In the present contribution we focus on optical
measurement methods. For those techniques, a precise lo-
calisation of the wall is a non-straightforward, but often an
iterative process, where different means exist – from the reflec-
tions within the raw data image to the shifting of the extracted
velocity profile.

We aim at identifying the measurement technique that
enables the best assessment of skin-friction drag along with
(possibly simultaneous) flow field measurements across the
entire channel flow. To asses the measurement quality in a
turbulent channel flow while excluding the challenge of the
correct wall localisation, the diagnostic plot introduced by Al-
fredsson and Örlü [1] is employed. The present contribution
takes the findings of several optical measurements conducted
at the turbulent channel measurement facility located at ISTM
in Karlsruhe and compares them to each other, regarding
their suitability and practicability, the retrieved findings and
their costs in terms of time and money. The techniques
under consideration are Stereo Particle Image Velocimetry
(Stereo-PIV), Laser Doppler Velocity Profile Sensor (LDV-
PS), Defocusing Particle Tracking Velocimetry (DPTV) and
Lagrangian Particle Tracking measurements with the Shake-
the-Box (STB) method.

EXPERIMENTAL SET-UP AND METHODOLOGY

Figure 1 shows the experimental facility with physical di-
mensions, where all four measurements techniques came into
operation. The coordinate x serves as streamwise direction,
while y represents the wall-normal coordinate. The channel
dimensions are set to a height H of 25.2mm (semi channel

Flow
direction

x y

z
25.2mm

300mm

Figure 1: Sketch of the experimental facility with the used co-
ordinate system {x, y, z}, the physical dimensions and optical
accesses.

height h = 12.6mm), a width w of 300mm and an entire
length of 4000 mm. As test case a low Reynolds number is
chosen, for the possibility to compare with numerical data and
to receive a viscous length scale with a certain acceptable spa-
tial extent. As centerline velocity a value of Ucl = 8.4m/s
is chosen, which corresponds to a channel Reynolds number
Recl = Uclh/ν ≈ 7, 000. The viscous scaling could be quanti-

fied with the velocity uτ =
√

τw/ρ = 0.42m/s and a friction
Reynolds number of Reτ ≈ 350. The viscous length scale
δν can consequently be stated as

√
ν/uτ = 36 µm. Given

by these parameters we expect a viscous region to be located
within the first half millimetre of the wall distance.

A window in the top plate with an open diameter of 90mm,
serves as access for the cameras and the LDV-laser, while a
window on the side acts as entrance for the laser during PIV
and STB measurements. For the Stereo-PIV measurements
the cameras were positioned close to the outlet. As seeding
fluids di-ethyl-hexyl-sebacate (DEHS) and PIV-light are used,
which both lead to a typical droplet diameter in the range of
≈ 1 µm. A summary of the technical equipment used for the
different experimental campaigns is given in Table 1.

Meas. technique Equipment

Stereo-PIV [2] 2 × Photron SA4 cameras,
Quantronix Darwin Duo
high-speed Laser

LDV-PS [6, 7] ILA R&D LDV-PS system
with Bragg-shift

DPTV [4] 1 × PCO Edge 5.5 camera,
Quantel Evergreen laser

STB [3] 4 × Phantom v1840 camera,
Photonics Industries high speed
laser (DM2-100-532-DH)

Table 1: Overview of the different techniques and the em-
ployed equipment used for the present comparison. When data
were already published, the related reference is cited.

RESULTS
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a) b)

Figure 2: Experimental results: a) ensemble-averaged velocity distribution converted in viscous units with additional physical
coordinates on the upper and right axes. b) Diagnostic plot for all compared techniques of ensemble-averaged velocity profiles
shown in 2a) and two direct numerical simulations (DNS) [5] as reference.

Figure 2 shows the mean velocity in stream-wise direction
u over the wall distance y with a viscous unit normalisation
and a diagnostic plot, where the local stream-wise velocity
u is normalised with the centerline velocity Ucl on the ab-
scissa and the root mean square (rms) of the fluctuations is
normalised with the local stream-wise velocity u on the ordi-
nate. Figure 2a) shows that all measurement techniques are
able to properly depict the mean flow in viscous units. The
achieved plus-unit range of the results demonstrate a general
applicability of all considered techniques, since both the log-
arithmic layer and – at least partially – the viscous sublayer
of the turbulent channel flow could be resolved in terms of
spatial extent. The STB-technique, due to the large amount
of samples, is able to depict statistically-converged data for
values of y+ = 1. For the Stereo-PIV measurements the
closest spatial point is at y+ = 5, caused by the interrogation-
window size, but the technique is able to depict the entire
half-channel, including a precise determination of the center-
line velocity Ucl. Figure 2b) reveals the quality of a precise
estimation of the fluctuating movement in a statistical sense.
Below U/Ucl < 0.4 the results of all experimental techniques
reveal an (artificially) increased rms-level, which is caused by
an increased contribution of measurement uncertainty close
to the wall. The STB-results start to deviate significantly at
U/Ucl < 0.25. The DPTV-results show an overall slightly in-
creased fluctuating level, which might be accounted for with
a finer ensemble-averaging.
The LDV-PS results show velocity-dependent uncertainties,
which become particularly noticeable in proximity of the wall
where the velocity is low, as already discussed in detail by [7].
This leads in consequence to an comparably early deviation
from the DNS data set.

These observations and limitations consequently deserve
further investigation so as to uncover their origin and con-
sequences for the evaluation of turbulent channel flows. The
presentation will include more detailed data close to the wall
to bring these data sets in relation to underlying physical
phenomena. Furthermore, a detailed analysis of additionally
acquired information for each technique will be given.
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[8] R. Örlü and R. Vinuesa. Instantaneous wall-shear-stress
measurements: advances and application to near-wall
extreme events. Measurement Science and Technology,
31(11), 2020.

2



1 

ERCOFTAC 
European Drag Reduction and Flow Control Meeting – EDRFCM 2024 

September 10th–13th, 2024, Turin, Italy 

INTERACTION OF TURBULENT BOUNDARY LAYER WITH VISCOELASTIC COATING 
G. Voropaiev 

/ŶƐƟƚƵƚĞ�ŽĨ�,ǇĚƌŽŵĞĐŚĂŶŝĐƐ,�E�^�ŽĨ�hŬƌĂŝŶĞ͕�03057�<Ǉŝǀ͕ �hŬƌĂŝŶĞ�

Ya. Zagumennyi 
/ŶƐƟƚƵƚĞ�ŽĨ�,ǇĚƌŽŵĞĐŚĂŶŝĐƐ͕�E�^�ŽĨ�hŬƌĂŝŶĞ͕�ϬϯϬϱϳ�<Ǉŝǀ͕ �hŬƌĂŝŶĞ 

 

INTRODUCTION 
The revealed laws of origin and development of natural 

disturbances in a laminar boundary layer during the transition 
process to turbulence ����������ϐ������������������������������
studies on laminar boundary layer control for drag reduction at 
high Reynolds numbers. Now, most studies aimed at search and 
development of drag reduction methods for ϐ����� �������
������� �������� �������� ����������� ���� �������� �����ϐ������� ���
����������ϐ����������Ǥ�������������������������������������������
been applied to real objects, e.g., Lufthansa aircraft uses 
structured surfaces based on the Shark Skin Technology for 
turbulent drag reduction [1]. 

����������������������� ��������������� ϐ����and viscoelastic 
coating have shown that the dominant parameter describing the 
coating effect on the turbulent boundary layer characteristics is 
���� ������������ ������� �������� ϐ���� ��������� ���� ������ �����
propagation speed in the coating, ܷ ~ඥߤ Τߩ   [2,3ȐǤ� ��ǡ� ���� ϐ����
velocity values greater than 50 m/s, viscoelastic coatings are 
ineffective, but for those in the range of 20÷25 m/s it is possible 
to offer a fairly wide range of viscoelastic materials which can 
satisfy this condition with drag reduction up to 20%. These 
results were obtained for viscoelastic coatings with constant 
thickness and high viscosity of the material, when the coating 
surface oscillations are almost aperiodic, i.e., in a turbulent 
boundary layer, pulsation energy diffusion in the direction of the 
surface due to energy dissipation in the viscoelastic coating 
�����ϐ��������������������������������������������������������Ǥ����
the same time, the aperiodic waves arising on the surface of a 
coating with constant thickness propagate both up- and 
����������ǡ� ����� ����������� ���� ϐ����and making the coating 
surface dynamically rough. 

This report presents numerical results on formation of forced 
oscillations in a viscoelastic coating with variable thickness 
under action of a pulsating load and describes the conditions 
when a directional ����������������������ϐ�����can be generated 
on the coating surface. 

PROBLEM STATEMENT 
In the frame of the constructed model, conjugation of the ϐ�����

and deformable solid mechanics problems is implemented by 
evaluating the amount of turbulent pulsation energy pumped 
into the viscoelastic coating, ܻ = െᇱ ή  ଶ, and the fraction of thisݑ
energy absorbed by the coating, ܳ = ܦ ή  The difference . ݐ
between these values is the energy ����������������ϐ����by the 
disturbing surface waves, ܧ௦௨ = ܻ െ ܳ. When ܧ௦௨ ՜ 0, all the 

pulsation energy perceived by the viscoelastic coating are 
dissipated, and there is no disturbing effect of the coating on 
����ϐ���Ǥ������������������������������������������the surface 
waves of the viscoelastic coating not only disturb ����ϐ����
but can also excite the boundary layer natural disturbances, 
�������� ������������� ��� ϐ������� ���� ����������� ����������
spectrum with low-frequency components. 

The parameters of a local impulse load applied on the 
viscoelastic coting surface are consistent with the typical 
space-time scales of the most intense turbulent pulsations 
and can be approximately determined by the average values 
of intensity, duration and linear scales of the ‘bursts’  in the 
turbulent boundary layer:  ௩ᇱ ܭ~ ή ߩ ή ߥ~25ݐ , ଶכݑ ଶΤכݑ  , 
2݈ = 100 ߥ Τכݑ , where כݑ = ඥ߬௪ Τߩ  is the dynamic velocity, 
߬௪  is the shear stress on the surface, ܭ = 2.5 ÷ 6  is the 
Kreichnan parameter connecting the pressure pulsation 
intensity with the shear stress, ߥ and ߩ is the ϐ�����density 
and kinematic viscosity respectively. The schematic sketch 
of the problem on unsteady deformation of viscoelastic 
material under action of turbulent pressure pulsations 
within a single cell of structured surface with ϐ�������������
and width and variable thickness is shown in Fig. 1.  

 
Figure 1. Schematic sketch of the problem 

The kinematic and dynamic characteristics of the 
viscoelastic layer are determined from the solution of the 
linearized equations of the continuous solid medium 
movement written in Lagrange variables. The model for 
viscoelastic medium is based on the hypothesis of 
instantaneous dependence of stress tensor on the entire 
time history of changes in strain tensor, which can be 
formally expressed as an integral relation between stresses 
and strains [4]. The resulting system of integral-differential 
equations is solved numerically based on the ϐ�����-
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difference method and iterative procedure of the differential 
operator splitting by the spatial variables. 

NUMERICAL RESULTS 
Impulse application of a local load on the surface of 

viscoelastic layers with constant and variable thickness leads to 
the formation of unsteady wave motion, the characteristics of 
which depend on the mechanical and geometric parameters of 
the coating and the load parameters (Fig. 2). In the case of the 
viscoelastic coating with variable thickness, a directed surface 
�����ϐ������������������the surface of the coating oriented in the 
direction of its thickening (Fig. 2, b). This situation is similar to 
the case when an active traveling wave is generated on the 
surface in the ϐ��� direction with the phase speed, ்ܷௌ~0.5 ܷ, 
which can excite the natural disturbances of the boundary layer 
���� �����ϐ�����ly affect the laminar-turbulent transition 
processes [5].  

Instantaneous integral values of the perceived, kinetic, 
potential and dissipated energy components of the viscoelastic 
layer are in strict instantaneous balance, manifesting a complex 
unsteady structure of the ��������������ϐ���ted normal and shear 
waves (Fig. 3, a). ��� 	��Ǥ 3, b shows, the viscoelastic coating 
practically stops absorbing the impulse load energy after the 
r�ϐ������������������������������ coating surface. This ϐ�������
makes enables determining the condition of maximum load 
energy absorption depending on duration of the load action, 
local thickness of the viscoelastic coating at the place of its 
application, and mechanical parameters of the viscoelastic 
material. 

 a) 

 b) 
Figure 2. Instantaneous structure of surface deformations of the 
viscoelastic coatings with constant (a) and variable (b) thickness 
under action of a local impulse load  

 

 a) 

 b) 
Figure 3. Energy balance in the viscoelastic coatings (a) and 
amount of impulse loading energy absorbed by the 
viscoelastic coating depending on its local thickness (b) 

CONCLUSION 
The constructed numerical model for local interaction of turbulent 
ϐ���� ������������� ����� �� ������������� ������� demonstrates its 
absorption capacity for the energy of turbulent boundary layer 
pulsations, as well as the possibility of generating a directed wave 
motion of the surface of the coating by changing its structure. It is 
demonstrated that a directed long-����� ϐ�����can be formed on the 
surface of the viscoelastic coating with the proposed structure as a 
��������� ��� ���������� ϐ���� ��������� ����������ǡ� ������ ���� ������ ��
change in the near-wall turbulence spectrum and generation of the 
propulsive component of thrust. 
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INTRODUCTION

Turbulent flow over compliant walls is a complex problem
due to the mutual interaction between the deformable walls
and turbulence. The presence of the compliant wall has been
shown to increase the drag significantly due to the enhance-
ment of the wall-normal fluctuation, leading to a decay in
the streamwise coherent structures and increased spanwise co-
herency [3]. In addition, the wave propagation inside/above
the elastic wall can enhance the turbulent intensity while re-
ducing the streamwise disturbances [1, 5].

Compared to the studies on rigid-complex walls, the lit-
erature investigating wall elasticity effects remains relatively
limited. Existing studies on elastic walls focused mostly on the
whole elastic wall effect; however, this can be a combination
of many undistinguished effects, i.g., roughness effects (due
to the wall deformation by the hydrodynamic force), non-zero
wall-normal fluctuations (comes from the wall movement of
the elastic wall), and material acceleration (owing to the wave
advection). In light of the above observation, we compare re-
sults from direct numerical simulations of turbulent flow over
elastic and rough walls (shall be detailed later).

WALL CONFIGURATION

We consider elastic and rough walls to understand the
interaction effects of wall elasticity. The elastic wall is charac-
terized by the modulus of the transverse elasticity G/(ρU2

b ) =
0.5; the correspondent rough wall is obtained from an instan-
taneous surface undulation of the former elastic wall, wherein
the fluid-solid interaction contribution is eliminated. We con-
sider two such configurations of the rough walls, addressed as
Rough 1 and Rough 2 here, corresponding to different instants
in time. To evaluate the surface undulations and their domi-
nant features, we report the one-dimensional power spectrum
density functions (PSD) of the roughness height along the ho-
mogeneous directions (streamwise and spanwise directions) as
a function of wavenumber ki normalized by the computational
domain length Li. From Figure 1, the PSDs of both the elastic
and rough walls show a similar distribution, implying similar
wall configurations. The undulations do not show any dom-
inant peak along the span, while those along the streamwise
direction show a peak at wavenumber kx = 5.17/h. This cor-
responds to a wavelength λx = 2π/kx ≈ 1h. This length scale
obtained from the PSD is also consistently observed from the
surface visualization.

∗Email for correspondence: morie.koseki@oist.jp

Figure 1: One-dimensional power spectrum density (PSD) as
a function of the wavenumber. The magnitude of PSD(kz)
is multiplied by 10−2. The line style represents the different
cases: elastic (solid line), Rough 1 (dashed line), and Rough 2
(dotted line). The line color corresponds to the direction of the
Fourier transform: streamwise (black) and spanwise (blue).

FORMULATION AND NUMERICAL PROCEDURE

The turbulent flow over complex walls has been simu-
lated by solving the incompressible Navier–Stokes equations.
We adopt a neo-Hookean solid satisfying the incompressible
Mooney-Rivrin law as a model of the elastic wall. For cou-
pling the two phases, we apply the one-continuum formulation
through the volume-of-fluid approach, introduced by [4]. The
continuity at the interface is enforced by the velocity and
wall-normal traction equality in both phases. The governing
equations are discretized and integrated as formulated in [4],
and more details and validations of the numerical methods are
provided in [3, 4].

All cases have the same computational domain size 6h ×
2.5h×3h, being used with a uniform grid, 1296×540×648 grid
points in streamwise (x), wall-normal (y), and spanwise (z)
directions. These settings and related resolutions are similar
to [1, 3]. The domain is set such that there is an impermeable
rigid wall at the bottom of the channel and a complex wall at
the top, whose height is 0.5h; the interface between fluid and
solid is y = 2.0h. A constant flow rate condition is imposed
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with the bulk velocity Ub = 1, and the streamwise pressure
gradient is calculated at every time step.

RESULTS

We start our analysis by comparing the Reynolds shear
stress components with that of a normal channel (represented
by symbols) in Figure 2, which shows the streamwise (u′u′),
spanwise (w′w′), wall-normal (v′v′), and the shear (u′v′) com-
ponents. The thick lines correspond to the elastic walls, and
the dashed lines correspond to the rough walls. For both the
rough and elastic walls, it can be observed that the magni-
tude of all components increases, and the distribution becomes
more skewed w.r.t the rigid-smooth channel. Despite the
Reynolds shear stresses getting strongly enhanced, it should
be noted that the mutual fluid-solid interaction has curbed the
growth of the streamwise component, with its values compa-
rable to that of the rough channel, thus suggesting a reduction
of the streamwise coherent structures in the elastic-wall case.

Figure 2: Reynolds shear stress components as a function of
the wall-normal direction. The line style is the same as in
Figure 1. The symbol represents the normal channel case,
from [2]

Next, we look at the instantaneous contour of the stream-
wise velocity fluctuations at y = 1.8h (position corresponding
to the maximum deformation of the elastic wall), shown in
Figure 3. While the elastic cases (Figure 3(a)) show dom-
inant spanwise coherency, the rough cases (Figure 3(b, c))
demonstrate organized structures in the streamwise direc-
tion. Although the initial wall undulations had equivalent
features in the streamwise and spanwise directions, it is evi-
dent that the interaction between the fluid and wall for the
elastic case played a role in weakening the streamwise fluctua-
tions, corresponding to the fragmented streamwise structures
(Figure 3(a)); however, surface roughness does not seem to
contribute significantly to the modification of the flow struc-
tures (Figure 3(b, c)).

CONCLUSION

We performed turbulent channel flow simulations over elas-
tic and rough walls to understand the mutual interaction
effects caused by the elastic wall. The fluid-solid interaction
significantly enhances the Reynolds shear stress components
except for the streamwise fluctuations. The two-way interac-

Figure 3: Instantaneous contour of the streamwise velocity
fluctuations at y/h = 1.8 in the x− z plane. The color repre-
sents the range of the velocity fluctuations from -0.35 (blue)
to 0.35 (red). The flow direction is from left to right.

tion leads to flow structure alternation regardless of the surface
roughness; the flow structures are seen to be more organized
along the spanwise direction in the presence of elastic walls,
unlike the rough walls, which have streamwise-oriented struc-
tures.
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Department of Engineering, University of Cambridge, CB2 1PZ Cambridge, UK

MOTIVATION AND BACKGROUND

The reduction of energy consumption and pollutant emis-
sions are deep and growing concerns for transport applications.
This has motivated the investigation of several technologies to
reduce turbulent skin friction on vehicle surfaces. One partic-
ularly successful example is that of riblets [2], small surface
grooves aligned in the direction of the flow. Riblets have been
studied extensively and have achieved a reasonable degree of
maturity in their design. Optimal riblet shapes can achieve up
to 10% reduction in friction but, critically, this much reduc-
tion can only be achieved by very specific riblet geometries and
under nominal conditions, when riblets are perfectly sharp,
with performance degrading quickly as their tips wear out.
This work focuses on the new concept streamwise preferential
anisotropic permeable substrates [1]. The idea is to exploit
optimally the drag-beneficial mechanisms present in riblets,
while minimizing the effect of the drag-adverse mechanisms.
In particular we study permeable coatings made up of fibers
aligned in the streamwise direction, as sketched in figure 1
in comparison with riblets. This arrangement offers less re-
sistance to longitudinal than to transverse flows, like riblets
do [6], offsetting the wall-normal turbulent momentum trans-
fer and reducing drag. Our previous numerical studies, which
resorted to homogenized models to represent the permeable
substrate in direct simulations of the overlying flow, indicated
potential drag reductions (DR) of order 20-25% at laboratory
Reynolds numbers [4], motivating more detailed exploration
of the concept with texture-resolving simulations.

In [4], we modeled the permeable substrates using a macro-
scopic, homogenized approach, characterizing the flow within
using the Darcy-Brinkman equations. These equations are
derived from the local volume average to the flow, assum-
ing that viscous effects dominate within the substrate and
that the volume average is conducted over length scales much
larger than the pore size, yet infinitesimal from a macroscopic
perspective. The Darcy-Brinkman equations are sufficiently
simple that they can be solved analytically. From these, effec-
tive boundary conditions for the overlying turbulence at the
substrate/free-flow interface can be obtained and imposed on
the direct numerical simulation (DNS) of the overlying turbu-
lent flow. The effective boundary conditions greatly reduced
the cost of the simulations, since the grid required to resolve
the microscale flow within the substrate would have been much
finer than that required to resolve the turbulent scales.

The DNS results indicated that, for small pore size, the
drag reduction was directly proportional to the difference be-
tween the streamwise and spanwise slip lengths, ℓx−ℓz [6], and
that the optimum occurred for a fixed value of the wall-normal
permeability,

√
K+

y ≈ 0.4, as predicted from a linear-stability
model for the onset of Kelvin-Helmholtz like rollers just above
the substrate. From the Darcy-Brinkman characterisation of
the substrate flow, the streamwise and spanwise slip lengths
are essentially equal to the respective permeability length-

z
x

y

z
x

y

(a) (b)

Figure 1: Sketches of drag reducing surfaces. (a) Conven-
tional riblets. (b) Anisotropically permeable coating made up
of streamwise-aligned fibers. The red arrows mark the direc-
tion of the overlying mean velocity.

scales,
√
Kx and

√
Kz . As a result, the maximum drag

reduction in the DNSs was observed to be

DRmax ∝
(
ℓx − ℓz√

Ky

)
≈

(√
Kx −

√
Kz√

Ky

)
= (φxy − φzy) ,

(1)
where φxy and φzy are the anisotropy ratios

√
Kx/

√
Ky and√

Kz /
√
Ky . This suggested that optimal substrates would

need to be sparse and highly permeable in the streamwise
direction x, but with little permeability in the cross plane y-z.

The results from [4] showed significant promise and mer-
ited further investigation on this concept. In particular, ex-
periments or texture-resolving DNSs were required to gauge
whether the modelled boundary conditions were capturing all
the relevant physics, and thus producing accurate estimates
for the drag reduction.

SLIP LENGTHS

As a first step, we have focused on the actual slip lengths
obtained from the texture-resolving computation of the flow
within and above the substrate when driven by an overlying
tangential shear, and how they compare to those derived from
the Darcy-Brinkman model, ℓx ≈

√
Kx and ℓz ≈

√
Kz . As an

example, results for the flow in a spanwise-periodic array of
fibers are shown in figure 2. The figure compares the velocity
field obtained from a texture-resolved computation with that
predicted in a Darcy-Brinkman framework. This work shows
that the Darcy-Brinkman model yields indeed a good repre-
sentation of the flow deep within the substrate, but critically it
fails at the interface with the free flow, where the requirement
that the averaging volume be larger than the pore length scale
necessarily breaks down. The flow within is observed to devi-
ate from the Brinkman solution for a depth of the order of the
fiber spacing, causing an apparent discontinuity between the
macroscale inner flow, as characterized by a Darcy-Brinkman
model, and the outer free flow. Even if the thickness of this
diverging region is very thin, the resulting slip lengths –and
thus the drag reduction– can deviate from the Brinkman pre-
dictions by as much as ∼30-40%.
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Figure 2: Streamwise velocity driven by an overlying shear
for a spanwise-periodic matrix of streamwise-aligned fibres.
(a) Velocity field; (b) and (c) , spanwise-averaged veloc-
ity; , Darcy-Brinkman solution with its constants, the
permeability and effective viscosity, obtained to best fit the
spanwise-averaged flow. In (b), the velocity axis is logarith-
mic to emphasize the self-similar, exponential character of the
solution. In (c), a detail in the vicinity of the interface is
shown when the driving shear is imposed far above, resulting
in an overprediction of the slip for teh Darcy-Brinkman model.

Microscale computations such as these allow for a quick
assessment of the parameters that determine the maximum
drag reduction (i.e., the tangential slip lengths) for specific
substrate topologies. For the fibres we consider, the slip
lengths can be ∼30-40% less than the corresponding perme-
ability lengths, which would need to be accounted for in (1).
Other topologies with significant higher interracial sheltering,
such as those of [7, 5], would yield slip lengths far smaller com-
pared to the permeability lengths, which explains why those
studies did not observe significant reductions in drag.

DIRECT SIMULATIONS WITH RESOLVED SUBSTRATES

Figure 3 shows preliminary DR results from texture-
resolved DNSs. Given the high resolution requirements to
resolve thin fibres, for this first set of simulations the fibre
diameter and layout was selected to keep the cost of simula-
tions moderate. In turn, we expect this to result in a lower
drag reduction, given the low anisotropy ratio of the setup. In
any event, the results confirm the drag-reducing potential for
fibre substrates, and the general trend near and beyond the
predicted optimal size,

√
K+

y ! 0.4. Simulations at smaller√
K+

y , which require a prohibitively expensive refined resolu-
tion, are ongoing to complete the DR curve.

This preliminary work shows that fully resolved simulations
can capture the features and physical mechanisms that may
be missed when using a model for the substrate. In addi-
tion to the discontinuity of stresses at the substrate interface,
one flow feature that was intrinsically left out in [4] is the
effect of texture granularity. As the texture size increases
compared to the scales of turbulence, the substrate elements
are eventually perceived independently by the turbulent ed-
dies, and their interaction with the flow is no longer simply
through their homogenized effect. The effect of this on drag
is typically adverse [3]. Figure 4 portrays instantaneous flow
fields from the DNS for a drag-increasing substrate with rel-
atively large permeability. The left side panels illustrate the
differences between turbulence over a smooth wall, where the
footprint of quasi-streamwise vortices dominate, and a perme-
able surface, where the footptint of Kelvin–Helmholtz rollers
dominates. This feature is present in both the modelled- and
the resolved-substrate simulations, but the latter shows addi-

0 0.4 0.8 1.2
-10

0

10

20

30

Figure 3: Drag reduction curve from DNSs for a fully resolved
fiber coating with anisotropy ratio φxy =

√
Kx/Ky = 1.4.

Each symbol corresponds to a separate DNS. The curve for a
homogenized coating with φxy = 3.6 from [4] is included for
reference.

tionally the signatures of individual texture elements (i.e. of
each streamwise-aligned fiber).

(a)

(b)

(c)

(d)

Figure 4: Instantaneous streamwise velocity in planes (a) just
above the substrate and (b) normal to the mean-flow direction.

(a), smooth wall; (b), coating with
√

K+
y = 1.0, homogeneous

model from [4]; (c) and (d), fully resolved fibers.
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INTRODUCTION

Acoustic liners are crucial for reducing noise in aircraft
engines. In Ultra-High Bypass Ratio (UHBR) engines, charac-
terized by larger diameters, shorter nacelles, lower rotational
speeds, and reduced jet core velocities with respect to HBR
ones, the fan is the primary noise source, generating both tonal
noise at the Blade-Passage Frequency (BPF) and broadband
noise due to turbulence interaction.

Typically, liners consist of a perforated facesheet, a backing
cavity, and a solid backplate, and are configured as Single-
Degree-of-Freedom systems to target specific frequencies, dis-
sipating acoustic energy through viscous effects [6].

Although extensive research has been conducted on the
noise-damping properties of liners, a significant knowledge
gap remains regarding the interaction between aerodynamic
and acoustic fields near cavities and its link to increased drag.
Research has shown that acoustic liners can increase viscous
drag when exposed to high tonal sound levels [7]. Jasinski
et al. [4] found that acoustic liners can affect the turbulent
flow at certain Reynolds numbers and under high amplitude
acoustic excitation, noting unsteady blowing from the perfo-
rations overlying the cavities. However, the magnitude was
small compared to the mean freestream velocity, suggesting it
perturbs the wall layer rather than causing the drag increase.
Bento et al. [1] observed that the flow inside a circular cav-
ity creates a pressure force on the downstream edge due to
boundary layer impingement. Experiments at NASA’s GFIT
facility, in the presence of grazing acoustic waves and a tur-
bulent boundary layer, estimated added drag using a static
pressure drop approach. They reported a drag increase of
10% to 350% compared to a smooth wall, with most of the
total drag stemming from the orifice diameter, plate porosity,
and face sheet thickness [3].

Although acoustic liners can affect turbulent coherent
structures at the wall, the impact of acoustic waves on these
mechanisms and the resulting increase in drag remains poorly
understood. Investigating how acoustic waves influence tur-
bulent structures within a boundary layer over lined walls is
crucial for optimizing acoustic liners’ design to minimize noise
and aerodynamic drag.

METHODOLOGY

The commercial software 3DS Simulia PowerFLOW version
6 is adopted. It is based on an extended Lattice Boltzmann
Method. A Very Large Eddy Simulation is used, which re-

solves only the large turbulent scales. It accounts for sub-grid
effects using a turbulence model based on two-equation Renor-
malization Group Theory k-ϵ. This approach differs from the
computation of an equivalent eddy viscosity. It dynamically
adjusts the Boltzmann model to match the characteristic time
scales of turbulent flow. Reynolds stresses are not explicitly
added to the governing equations; they arise implicitly from
the chaotic exchange of momentum in turbulent flow, where
characteristic times are shorter than the slowly varying tur-
bulent flow.

Figure 1: Sketch of the numerical model test section

The computational domain shown in Fig. 1 replicates the
UFSC facility [2]. The liner is placed at the top wall of a duct
with a rectangular cross-section. Each cavity, with a square
cross-section l = 8.46d and depth h = 34.18d (d = 1.17 mm
corresponds to orifice diameter), has eight orifices, partition
walls wp = 2.17d, and a face sheet τ = 0.46d thick. This re-
sulted in a cavity Percentage of Open Area (POA) equal to
8.75%. The simulation considered a row of eleven cavities,
yielding a streamwise length of L = 116.23d. A zig-zag trip
(0.21d high, 1.71 long) was added upstream at x = −1367d
to match the experimental velocity profile [2]. After achieving
flow convergence, acoustic waves with an amplitude of 500 Pa
and different frequencies were superimposed on the hydrody-
namic field. For conciseness, only results at a centerline Mach
number equal to 0.32 and f = 1400 Hz are presented.

RESULTS

The mean velocity and turbulence intensity profiles are
shown in Fig. 2 at two different locations at the centerline
of the liner sample: upstream of the cavity array, at x = -0.01
m and downstream of it, at x = 0.140 m. The Clauser chart
technique was used to obtain the friction velocity by fitting the
mean profiles with the Schlichting equation (k = 0.4, B = 5.5)
The upstream friction velocity for the flow-only case was used
to non-dimensionalize all statistics in inner units. Velocity
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(a) (b)

Figure 2: Mean velocity and standard deviation profiles in
wall units

profiles show a downward shift of ∆u+ in the streamwise di-
rection, indicating a decrease in local friction velocity. Figure
2b shows Reynolds stresses in the streamwise direction com-
pared with experimental findings by Vallikivi et al. [8] at a
similar Reτ . Turbulence intensity distribution changes moving
in the streamwise direction, with the downstream case show-
ing an outer hump, highlighting that cavities affect boundary
layer structures, consistent with previous findings [5]. Differ-
ences arise between the case with and without acoustics, with
the latter showing a higher outer hump.

Figure 3: Comparison of drag with and without orifices

Despite reduced skin friction, the integral of forces in the
streamwise direction, which includes cavity and orifice walls
in the drag estimation, as shown in Fig. 3, results in higher
aerodynamic drag in the presence of liners compared to a
smooth wall, with differences increasing when an acoustic wave
is superimposed. This discrepancy arises from the additional
surfaces where the pressure forces are sufficiently large to cause
a measurable drag increase in all cases.

Previous studies on cavities and perforated plates revealed
that at high Mach number, Kelvin–Helmholtz (KH) instability
waves can be generated at the cavity’s leading edge and roll up
as a vortex-like structure to the trailing edge [7]. The imping-
ing of the vortex results in the generation of high-frequency
noise. This is further confirmed by looking at the pressure
spectra shown in Fig. 4, where a peak at f ≈ 14000 Hz is
observable both with and without acoustics. Figure 5 shows

Figure 4: Spectral content of pressure at the center of the
channel with and without acoustics

the Q-criterion visualization of the flow field after filtering with
the Spectral Proper Orthogonal decomposition technique with
a frequency band centered at f ≈ 14000 Hz.

Figure 5: Q-criterion visualization near the orifice: (a) flow
only case, (b) flow + acoustics case

This visualization clearly indicates the presence of vortex-
like structures impinging on the downstream edge of the ori-
fice. The continuous impingements of these vortices contribute
to higher pressure drag by increasing the pressure forces on the
downstream edge of the cavities.
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INTRODUCTION

Turbulent flows over natural as well as over technical sur-
faces are often exposed to heterogeneous roughness, a famous
example being the flow over a ship hull overgrown with bar-
nacles. The prediction of the related global friction coefficient
is of high interest, but remains challenging [1]. In particular,
it is not clear how to incorporate roughness heterogeneity into
existing predictive frameworks [4]. Classically, global drag pre-
diction relies on the determination of an equivalent sandgrain
roughness (and the related roughness function) which is eval-
uated in the fully rough regime; i.e. a flow regime in which the
drag coefficient only depends on the roughness geometry and
not on Reynolds number. In order to understand whether the
drag over heterogeneous rough surfaces can be predicted with
existing tools, reference data for the global drag behaviour is
required. To widen the data basis of the friction coefficient of
such surfaces, we investigate surfaces with alternating smooth
and rough parts in a broad Reynolds number range.

INVESTIGATED SURFACES

In order to initiate a systematic study of heterogeneous
rough surfaces we consider the drag of roughness strips aligned
in the streamwise direction. The investigated surfaces consist
of alternating smooth and rough strips of 4δ width which are
made out of P60 grit sandpaper. As depicted in figure 1,
the surfaces are produced such that the mean height of the
sandpaper is at the same position as the smooth surface part.
Similar surfaces with strip width of 1δ and 2δ have previously
been investigated by our group [3] and are used to comple-
ment the present data set. The geometrical dimensions of all
surfaces can be found in table 1.

δavg

s
λ

hsand

Figure 1: Sketch of the investigated surfaces and the geometric
definitions.

δavg hsand s λ
name surface mm mm mm mm

submerged rough 4 delta 12.692 0.67 50 100

submerged rough 1 delta 12.71 0.67 12.5 25
submerged rough 2 delta 12.66 0.67 25 50

Table 1: Geometrical dimensions of the different surface con-
figurations.

EXPERIMENTAL SET-UP

The experimental investigation of the surfaces is performed
in the open-circuit blower wind tunnel depicted in figure 2.
The test section has a channel half-height of δ = 12.6mm and
a width of W = 300mm resulting in an aspect ratio of AR =
12. The test section has a length of 314δ whereof the last third
is equipped symmetrically with the investigated surfaces.

Orifice flow meter

Grids

Flow straightner

Radial Fan

Settling chamber

Air filter

Test section

Scanivalve
multiplexer

∆
p

∆
p o

exchangable
structureplates

aqpamb

Tout

Tin

Pressure Tap

Figure 2: Scheme of the blower wind tunnel with the measure-
ment equipment (adapted from [6]).

The pressure gradient Π along the surface is measured us-
ing 21 pressure taps located on both sides of the test section.
In conjunction with the mass flow rate ṁ measured with an
orifice flow meter in the inlet pipe, the bulk Reynolds number
Reb and the global friction coefficient Cf can be calculated by

Reb =
2δavgUb

ν
=

ṁ

ρνW
(1)

and

Cf =
2τw
ρU2

b

=
8Πρδ3avgW

2

ṁ2
, (2)

respectively, with the bulk velocity Ub, and the air’s density ρ
and kinematic viscosity ν.

RESULTS

Figure 3 includes the results for all three strip widths
and also the reference curves for the homogeneous cases, i.e.
smooth and homogeneous rough. The smooth-wall reference is
in very good agreement with the correlation suggested by Dean
[2]. The homogeneous rough curve reaches a quasi-constant
value at high Reynolds numbers depicting a fully rough regime
for this surface configuration.

Two main observations can be made for the heterogeneous
rough surfaces. First, their global drag curves differ even
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Figure 3: Results for the heterogeneous rough surfaces in comparison with the homogeneous reference cases and the wide strip
limit [5].

though all of them have a 50% surface-coverage with sand-
paper. Second, all curves indicate a continuous decline at the
highest Reynolds numbers covered by our facility. At rela-
tively low Reb, which corresponds to the transitionally rough
regime of the homogeneous rough surface, the Cf curves of the
rough strips reach a flat local maximum. In this Reb-regime
a constant friction factor appears to be present over a limited
Reynolds number range in all cases. As no fully rough regime
is reached at high Reynolds numbers, no equivalent sandgrain
roughness can be defined for the surfaces.

One alternative approach to predict the global drag of the
heterogeneous rough surface is the use of an averaging pro-
cedure that employs data of the homogeneous smooth and
rough case [5]. This model relies on the assumption that the
flow above rough and smooth surface parts is in equilibrium
with the wall condition, and the related predicted drag curve
is added in figure 3. Even though good agreement of the
model prediction with DNS results for low Reynolds numbers
and small roughness has been shown in previous work [5], the
model does not provide a good prediction of the global drag
curve of the present P60 sandpaper strips at high Reb. It
also does not capture the intermediate flow regime in which
a constant Cf is found for all measured data. Due to the
assumption of equilibrium flow conditions, the model is inher-
ently not capable to resolve differences in the strip width. In
addition, the prediction clearly underestimates the measured
global Cf for all considered cases.

In the conference contribution, the differences between the
three measured global drag curves and potential reasons will
be discussed in detail. In addition, an improved version of the
predictive tool will be presented which can capture the gen-
eral shape of the global drag curves and allows to distinguish
different strip widths.
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INTRODUCTION

Delaying the transition from laminar to turbulent flow can
reduce aircraft drag by up to 15%. Therefore, the growth
of transitional boundary layer instabilities need to controlled.
Various methods have been proposed, including the principle
of wave superposition, which capitalizes on their wave na-
ture [4]. Wave superposition can be achieved through either
active or passive techniques. Active techniques suffer from is-
sues with adaptability, simplicity, and cost-effectiveness, mak-
ing passive techniques highly appealing. In the framework of
wave superposition, passive flow techniques are often applied
by modifying the wall geometry. Dynamic interaction between
the fluid and the interface is induced to exploit the wave su-
perposition principle.

Such techniques, have been applied for boundary layer sce-
narios dominated by Tollmien-Schlichting (TS) waves [1] and
Crossflow Instability (CFI) [6]. However, the time modulation
of the TS wave makes the application of wave superposition
more complex compared to the stationary wave pattern of
CFI. Specifically, a streamwise series of Discrete Roughness
Elements (DRE) arrays have been employed with optimal am-
plitude and phase arrangement to attenuate the growth of
CFI [6]. Therefore, wave superposition is more readily ap-
plied in CFI dominated flows, demonstrating their wave like
characteristics. Nevertheless the proposed control technique
is highly sensitive to the external disturbances. Hence, other
mechanisms from classical wave physics that could be candi-
dates for control are being explored.

A particular mechanism from wave physics, known as Bragg
scattering, inherently possesses a dispersive character [2]. This
mechanism derives its properties from the periodic repetition
of scattering units. When the periodicity of these units is
comparable to the wavelength of the incident wave they are
designed to control, the effect is observed. Its dispersive wave
character, results in the formation on stop-band region, knows
as bandgaps, where the waves prevented from propagating due
to scattering. In the field of elastic-acoustics, such structures
are referred to as phononic crystals (PC) [3].

The objective of this study is to investigate the formation
of bandgaps using phononic crystal concepts in transitional
fluid flows and to utilize them to suppress wave-like boundary
layer instabilities. In this work, CFI is the dominant mode,
which is stationary in nature, showing wave-like periodicity
in the chordwise direction. Hence, the properties of phononic
crystals are characterized by their periodicity and bandgap in
the spatial wavelength domain.

To determine whether Bragg scattering is possible in the
linear regime of CFI, periodic spanwise-invariant roughness is
applied to the wall surface. Thus, a potential PC concept in
under investigation. An experimental approach, follows to re-
veal the physics of BL-PC interaction dominated by stationary

CFI.

METHODOLOGY

The measurements presented in this work are performed
the Low Turbulence Tunnel (LTT). An in-house designed,
constant-chord swept wing model (M3J) is employed [5]. The
microroughness is designed as stripes parallel to the leading
edge with height of 0.17mm and width 1.4mm. The loca-
tion of the first strip is set to x/cx = 0.125, while 5 stripes
are repeatedly placed with a constant distance (figure 1).
The wavelength λx of repetition is set to be equal with the
dominant mode in the x direction. The configuration S5 cor-
responds to a repetition of 5 stripes, while the unperturbed
configuration is also considered. DRE arrays are applied in
both of them at x/cx = 0.02 to provide baseflow BL configura-
tions dominated by the development of a monochromatic CFI
mode. Tests are performed on the pressure side of the wing
model for a fixed angle of attack α = −3.4o and Reynolds
number RecX = 2.17x106.

Figure 1: Sketch of PIV experimental setup,roughness config-
urations and field of view of infrared camera

The global effect of the PC on the BL development is char-
acterized by means of infrared thermography, providing the
location and modifications of the BL transition front depend-
ing on the applied forcing configuration. In addition, the
flow mechanisms dominating the local interaction between the
pre-existing CFI and the stripes are locally acquired by high-
resolution planar PIV. Specifically, a plane is acquired every 1
mm in the z-direction, covering a total region of 24 mm. Each
measurement plane is indicated as P1 to P24, respectively.

RESULTS

The results presented in this chapter correspond to the
forcing case of 5 stripes (S5). In figure 2(a) the transition pat-
tern for the Clean configuration is observed, while figure 2(b)
evaluates the effect of the PC configuration on the transition
location at α = −3.4o, RecX = 2.17x106. It is clear that the
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Figure 2: (a,b) Infrared (IR) thermography image of stationary CFI transition pattern at α = −3.4o, RecX = 2.17x106.(a) Clean
configuration, (b) S5 configuration, (c) Difference between Clean and S5, with the white region indicating the transition delay.
Black dashed line indicates the trailing edge. Red dashed lines denote the location of the first strip and last strip. Freestream
direction (X) and vertical direction (Z). Flow comes from the left.
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Figure 3: (a,b) Contours of time-averaged v̄ velocity for (a) Clean configuration, (b) S5 configuration at α = −3.4o, RecX =
2.17x106. PIV velocity measurements corresponds to the P1 plane, indicated in figure 1. (c) Difference between the S5 and clean
configuration. Black boxes denote the stripes.

presence of stripes, results in delaying the transition of the 3D
boundary layer, which is denoted in the white region in fig-
ure 2(c). The transition location for the clean configauration
takes place at xTR/cx = 0.39 while in the forced S5 configu-
ration occurs at xTR/cx = 0.47, providing a transition delay
∆xTR/cx = 0.08, corresponding to 8% of the chord.

To understand the mechanism driving the observed transi-
tion delay, the BL-PC interaction should be thoroughly exam-
ined. In figure 3(a,b), the time-averaged wall-normal velocity
v̄ contours are provided for the aforementioned cases char-
acterized by the infrared thermography. The PIV velocity
contours corresponds to the P1 plane indicated in figure 1.
In figure 3(c) the effect of the PC configuration on the mean
boundary layer is isolated by subtracting the Clean configu-
ration. It is observed that PC configuration induce a periodic
modulation, on the normal to the wall velocity v.

DISCUSSION AND FULL CONTRIBUTION

A transition delay is observed while unpublished results
have shown evidence of wavelength dependence of the phe-
nomenon, which is maximized close to the incoming wave-
length of the stationary CFI. This indicates a bandgap be-
havior for certain wavelengths, attenuating growth compared
to the clean configuration. Furthermore, a closer examination
reveals that the effect of the PC is the periodic modulation
of the wall-normal velocity component. This is equivalent to
a periodic modulation of the medium, where the CFI propa-
gates. The aforementioned analysis could serve as potential
evidence of the phononic crystal concept. Nevertheless, fur-
ther investigation is required to reveal the underlying physics.
In conclusion, this study is the first indication of bandgap be-

havior in transitional boundary layer flows. It could pave the
way for further employment of PC and metamaterials con-
cepts, relying on wave physics.
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INTRODUCTION

Skin friction drag accounts for about half of the total drag
experienced by an airliner in cruise flight. While reducing
turbulent flows friction drag is a much studied approach [1],
augmenting the portion of laminar flow over the flow-exposed
surfaces is also a viable strategy. In the specific, it has been
demonstrated that boundary layer (BL) suction from the flow-
exposed surfaces is a highly effective flow control technique for
delaying BL laminar-turbulent transition. This approach, re-
ferred to as laminar flow control (LFC)[2], allows to overcome
the limitations of aerodynamic-design based approaches, re-
ferred to as natural laminar flow, in delaying the transition
process.

Nonetheless, the implementation of LFC is still not very
straightforward, due to a few reasons. As per every active con-
trol technique, the power needed to pump the BL flow needs
to be (considerably) smaller than the power saved by the re-
duced friction drag. Moreover, suction-based LFC relies on the
installation at the flow-exposed surfaces of micro-perforated
plates behaving as permeable walls. This is not of straightfor-
ward technological realization and it is further challenged in
its deployment on aeronautical crafts by atmospheric agents
and debris eventually clogging the microscopic holes. Finally,
effective and efficient implementation of LFC requires a careful
assessment as, while BL suction locally increases the friction
drag, the achieved postponement of the transition location
shall pay off the initial expenditure. Therefore, a trade-of of
the LFC-describing parameters shall be sought after.

METHODOLOGY

This study focuses on utilizing a numerical framework to
determine the optimal suction configuration, aiming to max-
imize the drag reduction within a stationary, incompressible,
and two-dimensional flat plate boundary layer flow.

The geometry and boundary conditions (BC) for the nu-
merical simulations were established based on the experiments
conducted by [3]. Special care was taken in reproducing the
same leading edge geometry, as this plays a critical role for
the BL flow receptivity and stability, thus, much influenc-
ing the transition position xt [4]. RANS simulations were
conducted using the openFOAM suite, utilizing the γ-Reθ
transitional turbulence model, which incorporates experimen-
tal correlations to model the transition process. The boundary
conditions recommended by [5] were applied, with suction
introduced through the wall BC. The suction velocity vs is
supposed to be uniform and vs < 0 inside the suction region,
bounded by the coordinates xs and xe which, respectively, de-
note starting and ending positions of the suction region along
the streamwise direction x.

Following a grid convergence study optimized for a free
stream velocity U∞ = 19m/s, where the subscript ∞ indi-
cates freestream conditions, the flow wall normal direction y

was discretized using 85 points over a height of 0.1m with
the first cell height of 2 10−5 m, and a uniform grid spacing of
∆x = 5mm in the streamwise direction.

The validation of the numerical simulation involved sce-
narios with and without suction. The results of the CFD
simulations were compared to experimental data from [3]. In
scenarios without suction (see figure 1), four different plate-
length L based Reynolds numbers were tested ranging from
ReL = 3106 to ReL = 8106. When suction was applied, focus
was given to a single Reynolds number flow, with the suction
intensity cq = −vs/U∞ ranging from 0% to 0.14%, as shown in
figure 2. A good agreement is observed between the numerical
and experimental data without suction control and any slight
differences could be attributed to uncertainties in the numeri-
cal and experimental data, as well as to different definitions of
the transition point between the current study and the work
of [3]. Conversely, when suction is applied, the agreement is
limited to small values of the suction coefficient (cq < 2 10−4).
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Figure 1: Normalized transition position xt/L as function of
the Reynolds number ReL; experimental data from [3].
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Figure 2: LFC-induced transition position shift ∆xt as a func-
tion of cq ; experimental data from [3].
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(a)

(b)

Figure 3: LFC-optimized design space projected on (a) the
xs/L-xe/L and on (b) the vs/U∞-xe/L plane.

Notably, for these values, the data points nearly align along a
line with the same slope as the experimental data.

Upon demonstrating the effectiveness and limitations of the
γ-Reθ closure model, its applicability was leveraged to exam-
ine the optimal suction configuration for delaying transition
and reducing overall friction drag at a fixed ReL. The opti-
mization problem was formally articulated as follows:

{
minx f(x)
h(x) ≤ 0

(1)

where f(x) is the objective function defined as

f(x) =
DS

f −DN
f

DN
f

× 100 = DM (2)

and the constrain is set as h(x) = −vsd − 10−1m3/s, where
x = [xs, xe, vs] is the vector of the design parameters, namely
the starting and ending suction position and the wall normal
suction velocity, and d = xe−xs is the extension of the suction
region.

In equation 2, the subscript f indicates that only the fric-
tion drag is accounted, while the superscript S refers to the
friction drag in the suction case and the N is the flat plate
drag in the case of natural transition. When the Drag Modifi-
cation is negative (DM < 0), suction is beneficial as it results
in an overall reduction of friction drag. The only constraint
imposed (h) accounts for the maximum spilled mass flow dur-
ing the simulation which was set below 10−1 m3/s; threshold
that was extracted from the literature.

The problem stated in equation 1 was tackled using the
Matlab Bayesian optimization routine. ”Expected Improve-
ment” was selected as acquisition function while an explo-
ration ratio of 0.8 was chosen.

RESULTS

The optimization process evaluated 2250 permutations of
the design parameters, showing that, if suction is misplaced,
it can be severely counterproductive. In fact, the optimization
found LFC configurations increasing of > 60% the flow drag.
On the other hand, beneficial LFC configurations found by
the optimization process showed levels of drag reduction above
50% (DM < −50%). These LFC configurations appear in a
bounded region of the design space, highlighted by the cluster
of dark blue points (further highlighted with red rectangles)
in figure 3a and figure 3b. In particular, such amount of drag
reduction is reachable when suction operates over a region (d)
extending along the streamwise direction for more than 37.5%
of the plate length (d/L > 0.375) and with a mass flow of
about 7.5× 10−3 m3/s.

The effect of optimal LFC can be seen, in figure 4, as col-
ormaps of the intermittency function γ within the BL. The
effect of the performed suction can be appreciated by the post-
ponement, for the controlled flow, of the upwards deflection of
the γ interface.

Further investigations on the effect of LFC on BL flows
within pressure distribution fields are ongoing and will be dis-
cussed during the presentation.

Figure 4: Intermittency γ field: (top figure) natural BL flow,
(bottom figure) optimal LFC-controlled BL flow. The y direc-
tion is stretched 10:1 against the x direction to improve the
figures visibility.
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INTRODUCTION 
Turbulent	spots,	which	are	signiEicant	aggregations	of	wall	

turbulence	 within	 boundary	 layers,	 are	 observed	 in	 many	
scenarios,	 particularly	 during	 the	 transition	 process.	 As	 a	
distinctive	 turbulent	 structure,	 they	provide	 crucial	 insights	
into	 the	 study	 of	 turbulence—a	 complex	 issue	 in	 Eluid	
mechanics	 that	 remains	 unresolved.	 In	 aerodynamics,	
understanding	of	the	formation	and	development	of	turbulent	
spots	 can	 aid	 reducing	 air	 resistance	 and	 improving	 fuel	
efEiciency.	 Additionally,	 by	 controlling	 the	 behaviour	 of	
turbulent	 spots,	 the	 onset	 to	 turbulence	 can	 be	 delayed,	
thereby	reducing	frictional	drag	and	enhancing	aerodynamic	
performance.		

An	 isolated	 turbulent	 region	 was	 Eirstly	 discovered	 by	
Emmons	[1]	who	named	it	as	the	turbulent	spot.	The	existence	
of	 turbulent	 spots	 was	 then	 experimentally	 conEirmed	 by	
Schubauer	 &	 Klebanoff	 [2].	 Mitchner	 [3]	 investigated	 the	
generation	conditions,	propagation	characteristics	as	well	as	
the	mutual	inEluences	of	turbulent	spots	in	the	boundary	layer	
Elow	using	the	dye	Elow	visualisation.	Carlson	et	al.	[4]	studied	
the	propagation	characteristics	of	turbulent	spots	in	channel	
Elow	through	experiments,	discovering	that	the	initial	shape	of	
turbulent	spots	is	arrow-like,	turning	concave	at	the	front	as	
they	propagate	downstream.	Gaster	&	Grant	[5]	found	in	their	
experiments	 that	 transient	 pulses	 can	 trigger	 the	 initial	
turbulent	 spots.	 In	 2021,	 Wang	 et	 al.	 [6]	 studied	 the	 early	
development	 of	 turbulent	 spots	 in	 a	 low-turbulence	
environment.	 However,	 this	 study	 did	 not	 cover	 very	 early	
stages	 of	 turbulent	 spot	 development,	 such	 as	 when	 the	
turbulent	 spot	 is	 still	 in	 its	 'young'	 phase,	 or	 even	 before	 it	
becomes	a	turbulent	spot.	

Here,	 an	 experimental	 investigation	was	 carried	 out	 in	 a	
low-turbulence	 wind	 tunnel	 to	 study	 very	 early	 stage	 of	
artiEicially	 initiated	 turbulent	 spots	 in	 a	 laminar	 boundary	
layer	over	a	Elat	plate	with	two	different	types	of	disturbances:	
wall-normal	jet	and	electric	spark.		This	report	aims	to	further	
understand	the	transition	process	and	possible	mechanisms	
by	which	 localised	disturbances	evolve	 into	 turbulent	 spots	
through	the	initial	stages	of	development.	
	

Experimental Setup 
Wind	tunnel	used	in	this	project	was	a	closed-return	type	

at	 the	 University	 of	 Nottingham.	 It	 has	 an	 octagonal	 test	
section	 of	 0.5	 m	 by	 0.5	 m	 in	 cross	 section,	 3-m	 long.	 The	
maximum	 speed	 of	 this	 wind	 tunnel	 is	 15m/s,	 where	 the	
freestream	velocity	was	set	to	9	m/s	in	this	experiment	with	
the	freestream	turbulent	intensity	of	approximately	0.05%.	In	
the	test	section	of	the	wind	tunnel,	there	is	a	20mm	diameter	
hole	 over	 a	 Elat	 plate	 at	 600mm	downstream	of	 the	 leading	
edge,	 as	 shown	 in	 Figure	 1(a).	 This	 hole	 is	 used	 to	 insert	
various	 types	 of	 disturbance	 source.	 One	 type	 of	 Elow	
disturbance	 is	 generated	 using	 a	 loudspeaker,	 as	 shown	 in	
Figure	1(b).	Here,	the	speaker	diaphragm	creates	a	Elow	that	
is	 ejected	 through	 a	 1mm	 diameter	 hole	 on	 the	 test	 pate,	

creating	 a	wall-normal	 jet.	 Another	method	 to	 generate	 the	
Elow	disturbances	is	by	using	an	electric	spark,	as	depicted	in	
the	 cross-sectional	 view	 in	 Figure	 1(c).	 The	 experimental	
setup	for	the	electric	spark	consists	of	two	needles,	where	the	
spark	is	generated,	connected	to	a	DC	power	source.	The	gap	
between	the	two	needles	is	1mm,	which	are	positioned	0.5mm	
from	the	wall	surface.		

	

	
Figure	1.	(a)	Mounting	arrangement	of	localised	disturbance	
source	 in	 the	 Elat	 plate	 test	 section;	 (b)	 A	 mini	 speaker	
installed	in	a	small	hole	on	the	Elat	plate;	(c)	An	electric	spark	
generator	installed	on	the	Elat	plate.	
	
After	generating	 the	 localised	disturbance	 to	 the	 laminar	

boundary	layer	over	the	Elat	plate,	the	hot-wire	anemometry		
was	used	to	measure	the	downstream	Elow	Eield	changes.	The	
hot-wire	probe	was	connected	to	a	transverse	system	which	
allowed	 precise	 movements	 in	 all	 three	 directions.	 Here,	 a	
laser	 positioning	 system	 was	 employed	 to	 accurately	
determine	the	position	of	the	hot-wire	probe	from	the	wall.		

	
Results 

Two	 methods	 of	 generating	 the	 localised	 disturbances	
were	tested:	wall-normal	jet	and	electric	spark.	In	both	cases,	
nearly	 identical,	 fully-developed	 turbulent	 spots	 were	
observed	far	downstream.	For	the	purpose	of	this	discussion,	
only	 the	results	were	selected	where	 the	disturbances	were	
just	above	the	threshold,	therefore	the	generated	structure	did	
not	decay	downstream.	Observations	began	just	downstream	
of	 the	 localised	 disturbance.	 The	 Eirst	 observation	 location	
was	 5mm	 from	 the	 disturbance	 source,	 followed	 by	
observations	 at	 every	 20mm	 downstream.	 At	 each	
observation	point,	measurements	were	taken	at	30	positions	
in	the	wall-normal	direction	and	40	positions	in	the	spanwise	
direction.	The	distance	between	each	measurement	point	was	
between	 0.125	 mm	 and	 0.75	 mm,	 appropriately	 adjusted	
based	on	the	size	of	the	local	turbulent	spot.		
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Figure	2	illustrates	the	development	of	turbulent	spots	at	
the	centreline	position	in	y-t	images.	The	Fig.	2(a)	shows	the	
evolution	 of	 turbulent	 spots	 generated	 by	 a	 short	 pulse	 of	
wall-normal	jet,	while	Fig.	2(b)	depicts	those	generated	by	an	
electric	 spark.	 The	 contours	 of	 turbulent	 spots	 at	 various	
positions	 are	 represented	 by	 red	 and	 blue	 lines,	 indicating	
positive	and	negative	velocity	Eluctuations,	respectively.	In	the	
initial	stage,	 the	 turbulent	spots	appear	small	and	gradually	
develop	over	time.	At	this	point,	they	are	not	yet	true	turbulent	
spots	but	rather	simple	structures	 formed	by	an	 interaction	
between	the	wall-normal	jet	and	the	laminar	boundary	layer.	
Next,	 the	 disturbed	 Elow	 structure	 expands	 in	 both	 wall-
normal	and	streamwise	directions,	with	increasingly	complex	
contours	 revealing	 changes	 in	 their	 internal	 structure.	 The	
structure	of	the	turbulent	spot	resembles	those	observed	by	
other	researchers.	SpeciEically,	a	large	low-speed	region	can	be	
seen	at	positions	farther	from	the	wall,	which	is	surrounded	
by	high-speed	regions	closer	to	the	wall.	

	

Figure	2.	Comparison	of	the	development	of	turbulent	spots	
with	(a)	wall	normal	jet	 	and	(b)	electric	spark	depicted	by	
contour	 of	 ensemble-averaged	 x-component	 velocity	
Eluctuations	 at	 1.76	 %	 (red)	 and	 −1.76	 %	 (blue)	 of	 the	
freestream	velocity.	

Some	different	structures	can	be	observed,	however,	due	to	
the	difference	 in	generating	 the	 localised	disturbance	 in	 the	
boundary	layer.	When	using	the	wall-normal	jet,	a	strong	wall-
normal	 jet	 introduces	 a	 large	 amount	 of	 low-speed	 Eluid	 to	
positions	away	from	the	wall.	Thus,	in	Fig.	2(a)	a	strong	low-
speed	 region	 can	 be	 observed	 up	 to	 y	 =	 6mm	 early	 on.	 In	
contrast,	 the	 electric	 spark	method	 generates	 initially	weak	
velocity	 Eluctuations	 in	a	cylindrical	shape,	which	are	nearly	
ten	times	lower	than	those	by	the	wall-normal	jet	as	shown	in	
Fig.	2(b).	Initially	the	low-speed	region	can	only	be	observed	
up	to	y	=	2mm,	but	the	Elow	structure	disturbed	by	the	electric	
spark	 develops	much	 quickly	 downstream	 by	 increasing	 its	
height	faster	than	that	disturbed	by	the	wall-normal	jet.	

Figure	3	compares	the	3-D	shapes	of	early	Elow	structure	
in	z-t	contour	plots,	which	were	generated	5mm	downstream	
of	the	disturbance	source.	Here,	it	is	evident	that	the	early	spot	
has	 a	 relatively	 simpler	 structure	when	 it	 is	 generated	by	 a	
wall-normal	jet.	The	low-speed	region	at	the	top	the	turbulent	
spot	is	due	to	the	wall-normal	jet	ejected	away	from	the	wall.	
At	 the	 same	 time,	 a	 hairpin	 vortex	 is	 formed	 due	 to	 the	
interaction	 between	 the	 wall-normal	 jet	 and	 the	 boundary	
layer.	The	hairpin	vortex	helps	increase	the	velocity	near	the	
wall	due	to	its	downwash,	creating	the	high-speed	region	near	
the	wall	on	both	sides	of	the	low-speed	region.	The	high-speed	
region	 extends	 longer	 than	 the	 low-speed	 region	 as	 the	
hairpin	vortex	stretches	downstream.		

On	the	other	hand,	the	initial	Elow	structure	generated	by	
the	electric	spark	is	quite	different.	Figure	3	shows	that	there	
is	no	low-speed	region	in	the	centre	of	the	structure.	This	can	
be	 understood	 as	 follows:	 the	 electric	 spark	 causes	 the	
surrounding	 air	 to	 expand,	 resulting	 in	 an	 increased	
downstream	velocity	in	the	boundary	layer	near	the	wall,	but	
the	velocity	upstream	of	the	disturbance	is	decreased	at	the	

same	time.	Since	the	electric	spark	 is	generated	close	to	the	
wall	at	y	=	0.5	mm,	we	can	observe	a	high-speed	region	near	
the	wall,	roughly	of	the	width	of	the	electric	spark	(z	=	1mm).	
In	 front	of	 this	high-speed	region,	 there	 is	a	 relatively	small	
low-speed	region.	

	
Figure	3.	Three-dimensional	structure	5	mm	downstream	of	
the	disturbance	source	with	the	electric	spark	(left)	and	wall-
normal	 jet	 (right).	 The	 Elow	 structures	 generated	 by	 these	
disturbances	 are	 depicted	 by	 iso-surfaces	 of	 ensemble-
averaged	 x-component	 velocity	 Eluctuations	 at	 2.5	%	 (red)	
and	 −2.5	 %	 (blue)	 of	 the	 freestream	 velocity,	 and	 a	
corresponding	 colour	 contour	 slices	 at	 y	 =	 1	 mm,	 whose	
velocity	magnitude	is	shown	in	the	colour	bar.	

Conclusion 
We	 have	 studied	 the	 very	 early	 development	 turbulent	

spots	 from	 two	different	 localised	 disturbance	 sources.	 The	
intensity	of	these	disturbance	was	set	just	above	the	threshold	
needed	to	form	a	turbulent	spot	downstream	without	decay.	
We	found	that	the	late	stages	of	evolution	leading	to	the	Einal	
structure	 of	 the	 turbulent	 spots	 were	 very	 similar	 to	 each	
other.	 However,	 there	 were	 signiEicant	 differences	 in	 the	
turbulent	spot	structure	in	the	very	initial	stages.	With	a	wall-
normal	jet	disturbance,	a	distinct	hairpin	vortex	structure	was	
observed,	whose	secondary	and	subsidiary	vortices	dictated	
the	 subsequent	 evolution	 to	 the	 turbulent	 spot.	 With	 an	
electric	spark	disturbance,	a	high-speed	region	was	observed	
near	 the	 wall,	 roughly	 of	 the	 width	 of	 the	 electric	 spark.	
Meanwhile,	 there	 was	 relatively	 small	 low-speed	 region	
observed.	

Future	research	should	focus	on	a	better	understanding	of	
the	impact	of	the	electric	spark	on	the	surrounding	Elow	Eield	
and	more	detailed	observations	of	the	evolution	process	near	
the	disturbance	source.	
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INTRODUCTION

The development of aerospace technologies that travel with
a flight Mach number (M∞) well above sonic is challenged by
complex aerothermodynamic behaviours. This flight regime is
typically referred to as hypersonic. Boundary layer instabil-
ity and transition can significantly affect the flight envelope
and operability limits of hypersonic vehicles [4]. For laminar
hypersonic boundary layers, an important non dimensional
parameter is the relative Mach number M , which is defined
based on the velocity of the flow (u) relative to the phase
speed (cph) of the hydrodynamic instability within the bound-

ary layer. When M
2

> 1, the compressible counterpart of
the Rayleigh’s equation admits multiple wave-like solutions,
also referred to as higher Mack modes [5]. For a flight Mach
number between 4 and 6, a two-dimensional instability mode
(second Mack mode) plays an important role within the initial
linear transition stage.

For hypersonic regime several numerical and experimental
studies have determined and quantified the beneficial effect of
roughness elements on transition delay [6, 3]. However, the im-
plementation in a real flight scenario is challenged by the long
exposure to high heat fluxes which can adversely affect the
shape of the control device and erode the potential benefits,
increasing drag and heat flux. Theoretical and computational
work [8, 9] showed that it is possible to reduce the growth
rate of the second Mack mode and delay transition to turbu-
lence through the generation of steady streaks. Recent work
[7] has shown that the generation of streaks is possible via a
non-uniform spanwise surface temperature distribution, and
a practical implementation can be achieved through smart-
surfaces with different thermal characteristics. The method
is highly tuneable and promises notable improvement in the
aero-thermal-structural efficiency of hypersonic technologies.

In this work, numerical simulations of a hypersonic bound-
ary layer over a flat plate are used to assess the effect of the
manipulation of the surface temperature distribution on sec-
ond Mack mode.

METHODS

Three dimensional, time-dependent Direct Numerical Sim-
ulations (DNS, [6]) of the compressible Navier-Stokes equa-
tions for a calorically perfect gas are used to assess the effect
of a spanwise non-uniform surface temperature on the am-
plification and growth rate of the second Mack mode. The
boundary condition for the non-dimensional wall temperature
(Tw) is formulated as

Tw = Tw,initial

(
1 +ATw sin

(
2π

λz
z
))

, (1)

where the temperature is expressed relative to the freestream
static temperature (T̃∞), and Tw,initial refers to the baseline
(uncontrolled) uniform case; λz is the width of the compu-
tational domain, which corresponds to the fundamental har-
monic of the streak, and ATw is used to control the amplitude
of the hot/cold patches (Fig. 1). A wall normal momen-
tum perturbation (actuator, Fig. 1) is introduced slightly
downstream of the domain inflow to trigger boundary layer
instabilities. Linear stability theory (LST, [5]) is used to select
the appropriate range of temporal (ω) and spatial frequencies
to excite the second Mack mode, as well as to determine the
streamwise bounds of the computational domain ([xs, xe], Fig.
1). The amplitude of the perturbation is sufficiently small to
avoid bypass of the linear regime. Sponge regions are used at
the inflow, outflow and upper boundary of the computational
domain to damp the solution to a self-similar laminar state,
which is also used to initialize the computations. Periodic
boundary conditions are used in the spanwise direction.

Figure 1: Schematic of the streamwise (x) and spanwise (z)
arrangement of the computational domain, and blowing and
suction (actuator) and wall temperature boundary conditions.

The equations are discretized on a spatially structured,
curvilinear grid, and a time-accurate solution is achieved
through a 6th order compact finite difference scheme within
the interior nodes of the domain and with an explicit 3rd or-
der Runge-Kutta time-stepping method [6]. In the streamwise
direction there are approximately 22 points per wavelength
of the second Mack mode. In the wall normal direction 211
points are used with grid stretching near the wall to resolve the
boundary layer with a minimum of 85 points. In the spanwise
direction 13 grid points are used. For time-accuracy, the sec-
ond Mack mode is resolved with approximately 600 timesteps
per fundamental period (2π/ω).

RESULTS

The operating conditions are based on previous work [7],
with M∞ = 6, T̃w,∞ = 216.7K and unit Reynolds number
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based on the free stream speed R̃e∞ ≈ 11 × 1061/m. A
cold flat plate is used as a baseline (uncontrolled) case, with
Tw = Tw,initial = 3. For this case, the maximum growth
rate (σ) of the second Mack mode occurs at approximately
Rex ≈ 2500 (Fig. 2a), and it manifests with a typical phase
speed cph ≈ 0.9, and rope-like signature in the fluctuations
of the streamwise density gradient (Fig. 2b). The agreement
between LST and DNS (Fig. 2a) confirms the appropriate
selection of the time-space characteristics of the wall-normal
momentum perturbation to trigger the second Mack mode.

(a) (b)

Figure 2: (a) Second Mack mode growth rate (σ, black) and
non-dimensional phase speed (cph, red) based on DNS (lines)
and LST (markers); DNS data computed from wall static
pressure fluctuations. (b) DNS time snapshot of streamwise
density gradient fluctuations; red dashed line: u = 0.999. Uni-
form (Tw = 3) case.

For the controlled configuration, the amplitude of the span-
wise temperature variation is set to ATw = 0.3 for both the
hot and cold patch, such that a left/right symmetric configu-
ration is investigated. For the controlled case, the maximum
(Tw = 4) and minimum (Tw = 2) wall temperature (Fig. 3a) is
approximately 58% and 29% the adiabatic wall temperature,
respectively. The streaks’ amplitude (Asu,[1]) undergoes a
noticeable growth from the start of the non-uniform wall tem-
perature distribution to the end of the computational domain
(Fig. 3b).

(a) (b)

Figure 3: (a) Wall temperature and (b) streaks amplitude
distributions for the controlled case. Black dot-dashed line in
(a) marks the end of the actuator region.

The manipulation of the surface temperature distribution
to generate streaks leads to spanwise asymmetry in the flow
for the controlled case (Fig. 4). This is mostly driven by the
different effect of heating and cooling on second Mack mode
[5], and the implications will be further discussed during the
meeting.

A frequency (f) and spanwise wavenumber (k) decom-
position of the primitive variables is used to determine the
amplitude of the perturbations due to the steady streaks,
(f, k) = (0,±1), second Mack mode, (f, k) = (1, 0), and non-
linear interactions, (f, k) = (1,±1). For this case, the contri-
bution of the second Mack mode dominates the amplitude of
the unsteady perturbations. The Chu’s energy (Efk

Chu,[2]) is
used to track the evolution of the boundary layer instabilities,
and it is normalized with the value downstream of the ac-
tuator region (Efk

Chu,0) to determine the amplification factor.
For this case study, the control method leads to approximately
37% reduction in the second Mack mode (linear) amplification
(Fig. 5). While more investigations are required for different

(a) (b)

Figure 4: Effect of control method on instantaneous, non-
dimensional wall static pressure fluctuations (p′w). (a) Uni-
form Tw (no control); (b) spanwise non-uniform Tw (with
control). Black dot-dashed line marks the end of the actu-
ator region.

operating conditions and configurations to determine the net
effect on transition to turbulence, the control method looks
promising and highly tuneable.

Figure 5: Effect of control method on second Mack mode am-
plification.
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INTRODUCTION

The aviation industry is constantly demanding further in-
crease in the fuel efficiency of aircraft, e.g. by a reduction in
drag. One of the most promising technologies is the use of
laminar wings, i.e. wings in which the laminar properties of
the incoming flow extend along the wing surface much longer
that on current wing designs [2]. Unfortunately, the differ-
ent components of the wing introduce unavoidable surface
imperfections, such as steps, gaps, humps, etc. These irregular-
ities might lead to an upstream displacement of the expected
laminar-turbulent transition location compared with a clean
configuration (i.e. without surface irregularities).

The depth D∗ of these surface irregularities is typically
of the same order as the local boundary-layer displacement
thickness δ∗c where the imperfection is placed (x∗

c). The wall
imperfections introduce locally large streamwise gradients in
the flow. Standard numerical approaches for linear stability
analysis, such as Local Stability Analysis (LST ), or Parabo-
lized Stability Equations (PSE) cannot handle these highly
non-parallel flow features that arise in the vicinity of the
surface imperfections. Alternatively, techniques such that
Harmonic Linearized Navier-Stokes (HLNS) equations or Di-
rect Numerical Simulations (DNS) are able to deal with large
streamwise variations. However, the computational cost, in
terms of number of grid points required in streamwise direc-
tion, limits the use of HLNS or DNS for parametric studies.
In between low-cost approaches (LST, PSE) and high-fidelity
methods (HLNS, DNS), the Adaptive Harmonic Linearized
Navier-Stokes (AHLNS) equations [1] has arisen as a very
powerful tool for parametric studies when two-dimensional
(2D) surface imperfections are present.

THE AHLNS METHODOLOGY

The Adaptive Harmonic Linearized Navier-Stokes
(AHLNS) equations describe the linear evolution of the flow
instabilities that trigger typically the laminar-turbulent tran-
sition in low-turbulence scenarios, i.e. Tollmien-Schlichting
(TS) waves and Crossflow (CF) vortices. The flow instabilities
are represented by a wave-like expression in x-direction:

q̃(x, y, z, t) = q̂(x, y)e
i
∫

α(x′)dx′+βz−ωt
(1)

This representation of the convective instabilities (TS/CF) is
identical for PSE and AHLNS. Here, α, β, and ω stand for
the streamwise wavenumber, spanwise wavenumber, and cir-
cular frequency of the disturbances q̃, respectively. Therefore,
the coupling between both approaches is straightforward (see
Fig. 1). Methodologies such as HLNS and DNS describe the

Figure 1: Sketch of the multi-zonal technique for boundary-
layer instability analysis in the presence of a rectangular gap.
The vertical dashed lines represent the inflow and outflow lo-
cations for AHLNS computations. Magnitude q holds for both
base flow quantities q̄ and amplitude function of the distur-
bances q̂. Nondimensional parameters L, D, and xc stand
for the length, depth and x-location of the center of the gap,
respectively. Flow direction is from left to right.

flow instabilities in streamwise x-direction by an amplitude
function q̂ only. As a consequence, the number of grid points
in x-direction required by the AHLNS method is about one
or two orders of magnitude smaller than HLNS or DNS ap-
proaches. In contrast to PSE, the AHLNS equations represent
a fully-elliptic system, similar to HLNS or DNS. However, it
cannot be solved by a marching procedure (as PSE) [4].

SHALLOW GAPS

We study the influence of a rectangular shallow gap (i.e.
gaps whose length L∗ is significantly larger than its depth D∗)
on the boundary-layer transition of a two-dimensional com-
pressible laminar flow on a semi-infinite flat plate. The Mach
number of the incoming flow is fixed to Ma∞ = 0.5. Param-
eters L∗ and D∗ are made nondimensional with δ∗c . A total
number of nine rectangular gaps are analysed. The nondi-
mensional gap length L takes values of L = 50, 100, and 150.
The nondimensional gap depth D takes values of D = 0.4
(small), 0.8 (medium), and 1.0 (large). Figure 2 shows the
nondimensional steady laminar base flow pressure contours p̄
and streamlines for large gaps, varying the length L. Other
parameters, such as unit Reynolds number and x-position of
the gap xc, remain fixed.

According to the criteria of Sinha et al. [3], shallow cavities
can be split into open or closed. Shallow open cavity flows
are such that there is a single recirculation bubble within the
gap area (Fig. 2-a)). Shallow closed cavity flows are such that
there are two individual separation bubbles: a relatively large
bubble at the upstream face of the gap, and a much smaller
one at the downstream side (Fig. 2-b), -c)). One aim of the
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Figure 2: Steady laminar base flow pressure p̄ contours and
streamlines for cases: a) D10 L50, b) D10 L100, c) D10 L150.
Flow direction is from left to right. Axes are not to scale.

present study is to relate the base flow structure open/closed
with the boundary-layer instability characteristics in order to
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Figure 3: Effect of gap length L on N -factor envelope for gaps
with D = 1.0. The three grey areas indicate the position and
length (50, 100, 150) of the gap. The black curve for a flat
plate is added as reference.

enhance the current knowledge about these types of flows.
The accumulated growth and decay of each TS wave is

computed via the individual n-factor curve using the multi-
zonal approach shown in Fig. 1. The envelope of all n-factor
curves considered for a particular gap defines the N -factor
envelope curve. As an example, Fig. 3 collects the N -factor
envelope curves for the three gaps described in Fig. 2.

CONCLUSIONS

An outcome of the investigation is that, for the current flow
configuration, if two different shallow closed gaps have similar
pressure gradients along the gap and the area of the separated
flow is approximately the same, then the values of theN -factor
envelope curve for both gaps practically coincide. This result
explains why, for shallow closed gaps, variations in length have
no effect in the corresponding N -factor envelope curves. On
the other hand, reducing the length of the gap such that the
flow structure inside the gap changes from closed to open leads
to a significant decrease in the destabilizing effect of the gap on
the expected transition location. Figure 3 describes visually
this outcome of the investigation.

Other aspects, such as the variation of the depth D (from
small to large) while the length L is kept constant, will be
discussed in the talk.
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G. Fahland1, D. Wöllstein1, R. Leister1, B. Frohnapfel1 & J. Serpieri2
1Institute of Fluid Mechanics (ISTM), Karlsruhe Institute of Technology (KIT), 76131 Karlsruhe, Germany

2Department of Mechanical and Aerospace Engineering, Politecnico di Torino, 10129 Turin, Italy

INTRODUCTION

Uniform blowing in turbulent boundary layers is a flow
control scheme that offers the prospect of large friction drag
reduction [7, 8]. Theoretical [4], numerical [5] and experi-
mental investigations [1] have been conducted to investigate
the influence of this control on other drag components in a
more practical flow scenario than flat plate boundary layers,
in particular on airfoils. One open issue in the related com-
parison of experimental and numerical data is the boundary
condition for wall-normal blowing. While uniformity is as-
sumed in theoretical considerations and directly enforced in
numerical simulations, its experimental realization clearly has
practical limitations. The present study therefore compares
experimental data of the flow measured over an airfoil model
with numerical data obtained with an idealized uniform blow-
ing boundary condition.

METHODOLOGY

The airfoil model is mounted in the open jet return-type
wind tunnel at ISTM [3]. The control surface is located on
the airfoil’s pressure side (PS). It is made from a perforated
titanium sheet metal of thickness t = 1mm, hole diameter of
dh = 60µm and an open area ratio of Ahole/Acontrol = 10%.
It is supported by a frame that separates the control area,
along the streamwise direction, in seven spanwise-extending
strips. The control mass flux is monitored and regulated for
each strip separately. The control intensity cq = vBLC/U∞
depends on the wall-normal velocity and the free stream
(wind tunnel) velocity U∞. Planar Particle Image Velocimetry
(PIV) measurements are conducted with a light sheet perpen-
dicular to the airfoil’s surface as indicated in the test rig set-up
shown in Fig. 1. Table 1 provides the specifications of the
PIV hardware. The camera is mounted outside the free jet
of the wind tunnel with a working distance of k ≈ 700mm.
Eleven Fields of View (FOV) are examined by traversing the
camera along the airfoil surface in the streamwise direction,
such that the boundary layer on the PS can be investigated in
the interval of X/c = [66, 89]% in the airfoil-conform coordi-
nates. At each FOV, an image series of ntot = 410 images is
recorded alongside of analog measurements from the aerody-
namic balance and pressure taps to measure integral lift and
drag synchronously. The integral quantities are required to
calculate the wind tunnel corrections [2], which provide the
information on the infinite freestream angle of attack αaero

which corresponds to the geometric angle of attack αgeom of
the experiment.

The recorded grey-scale images are investigated in a three-
step process. First, each raw image is scanned for the wall
position that is estimated from a brightness peak search and
approximated within each FOV by a third-order polynomial
fit to account for the wall curvature. The images are then
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Figure 1: Test rig schematic with PIV setup

PIVLIGHT water-based seeding

PIVlight30 particle diameter dp = 1.2µm

response time tp ≈ 4.4µs

Evergreen
Wave length 532 nm

Power 200mJ

Nikon f/4D I Focal length 200mm

F-ED Nikkor Teleplus HD 2.0X DGX ×2

PCO Edge
Sensor sCMOS

Resolution 2560 x 2160

2D-Target Scaling 107.4 Pixel
mm

Table 1: PIV measurement hardware for measurements in
wall-normal plane of the turbulent boundary layer

filtered using Proper Orthogonal Decomposition (POD) to re-
duce the light scattered from the wall [6]. In the second step, a
commercially available code (PIVview2C ) is used to conduct
the PIV processing. A multigrid/multipass approach is used
with a final interrogation area size of 8 px×32 px (wall-normal
× wall-parallel) with a 50% overlap in both directions. The
corresponding datapoint step size is 4 px×16 px =̂ 0.037mm×
0.149mm along the wall-normal and streamwise directions, re-
spectively. In the third step, the velocity fields obtained with
PIVview2C are treated for further processing. The velocity
fields are normalized with the wind-tunnel velocity to account
for low frequency (< 1Hz) wind-tunnel velocity fluctuations
and ambient conditions such as density. Static pixel lock-
ing close to the wall is the most pronounced problem of the
presented data despite the raw image treatment with POD.
Therefore, a velocity threshold of u/U∞ = 3% is introduced,
below which an instantaneous velocity is discarded from tem-
poral averaging. This is possible as no backflow events are
expected for the present campaign. This also provides an in-
dicator function for data quality: The number of snapshots
used for temporal average navg compared to the total num-
ber of snapshots ntot = 410 indicates threshold violation to
provide information on data uncertainty.
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RESULTS

The boundary layer velocity profiles of four streamwise sta-
tions and three different configurations for a geometrical angle
of attack αgeom = 4◦ are shown in Figure 2. The uncontrolled
configuration (in black) describes the case where control is
completely inactive and the surface-averaged wall-normal ve-
locity vBLC = 0. The agreement of the boundary layer veloc-
ity profile with 2D Reynolds-Averaged Navier-Stokes (RANS)
simulations at the same lift conditions (identical to the angle
of attack in an infinite freestream αaero = 1.09◦) is good down
to a wall distance of about y " 0.6mm. This coincides with
the distance where the number of snapshots excluded for the
temporal average (1 − navg

ntot
) rises abruptly, presumably due

to “locking” to static wall reflections. This implies that the
boundary layer conditions of the 2D numerical case and the
3D wind tunnel experiment match well and the properties of
the perforated surface are close to an unaltered smooth wall.
This also implies the good agreement of the integral quanti-
ties, which are not the topic of the data presented here but
are required to find the 2D freestream case corresponding to
the 3D experiment using wind tunnel corrections [2].

The modified boundary layer profiles (green and red curves)
show the expected reduction of wall-parallel velocity due to the
applied control. The case with blowing applied to all spanwise
strips (+) shows that the boundary layer has already thick-
ened significantly compared to the uncontrolled case when it
reaches the area investigated by PIV. The case with partial
control (+) captures the effect that the start of the control has
on the boundary layer profiles. Overall, the good agreement of
experimental and numerical results persists for the controlled
cases. This leads to the conclusion that the discrete blowing
in the experiment has a limited impact on the boundary layer
development compared to the uniform blowing defined in nu-
merical studies, at least for the close-to-zero pressure gradient
present at this angle of attack. Therefore, RANS simulations
with idealized homogeneous blowing boundary conditions can
be used as a tool to investigate this particular flow control
method.

The presentation will include more detailed data on the
boundary layer measurements both for controlled and uncon-
trolled cases as well as further information on flow uniformity

and data quality.
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INTRODUCTION

Civil aviation is responsible for about 3% of the global CO2

emissions [4]. A decrease in the total drag of an airplane
leads to an increase in efficiency and thus a reduction of fuel
consumption and emissions. Viscous losses related to the skin
friction at the surfaces are responsible for roughly half of the
overall drag, thus reducing them promises potentially large
performance improvements.

One method to achieve a skin-friction drag reduction is the
control of the turbulent boundary layer. Active flow control
requires additional energy compared to passive methods but
promises a higher drag reduction. One active control method
is wall-normal homogeneous blowing and suction. A small
mass flow rate is injected or extracted from the flow to con-
trol the turbulent boundary layer formation and thus the drag
generation. Early investigations of Prandtl and Beck [7] on
a flat plate showed that suction can prevent the boundary
layer from separation. Later studies showed the great poten-
tial of this control technique which results in a friction drag
reduction of up to 50% in the subsonic and up to 80% in the
transonic regime [5]. So far most studies considered the zero-
pressure gradient boundary layer or other canonical flows. If
an airfoil is considered the geometry is more complex and thus
skin-friction drag is not the only drag component anymore.
Fahland et al. [3] investigated the effect of homogeneous blow-
ing and suction on a NACA4412, where none of the addressed
configurations resulted in a drag reduction when the costs of
the actuation are taken into account. A Bayesian optimiza-
tion of the flow control on a NACA4412 in the incompressible
regime showed, that there indeed are blowing and suction dis-
tributions where a drag reduction is reached, especially in high
lift configurations [6]. When considering civil aviation the flow
around the airfoil becomes transonic, which leads to the occur-
rence of a weak shock wave on the suction side of the airfoil.
The occurrence of such a nonlinear effect leads to changes in
the flow and thus affects the potential for homogeneous blow-
ing and suction to generate a drag reduction.

In the present study, the effect of uniform blowing and suc-
tion on the aerodynamic efficiency as well as the effect on the
shock characteristics are investigated via a parametric study
of the transonic airfoil RAE2822.

METHODOLOGY

The flow around the transonic airfoil RAE2822 is simulated
via Reynolds-Averaged Navier-Stokes equations (RANS). The
simulations are conducted with the open source solver SU2
[1] with a density-based steady-state solver. As a turbulence
model, the k − ω−SST model was employed. At x/c = 0.1,
with c as the chord length, a fixed transition via a semi-explicit
scalar source is implemented. The grid consists of hexahedral
cells and has a 2D block pattern. The C-radius is 50c and the

outlet distance is 75c. A validation of the RANS data with
well-resolved LES simulation is being performed.
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Figure 1: Sketch of the control areas and the configurations.

The surface of the airfoil where no control takes place is
simulated as adiabatic walls with the no-slip condition. In the
areas where control takes place a homogeneous wall-normal
mass flow is prescribed. The control regime spans from 25%
up to 85% of the chord length. Three different control configu-
rations are investigated: blowing on the suction side, blowing
on the pressure side and suction on the suction side. All
configurations are studied individually and no combination of
different configurations is considered. A sketch of the airfoil
and the control configurations is shown in figure 1.

Since fluid is expelled in or removed from the system the
costs e.g. accelerating the fluid which is blown into the system
need to be taken into account when the overall drag com-
ponent is calculated. For the analysis of the results of the
parametric study the inclusive drag cD,inc is considered

cD,inc =

{
cD,body = cD,wake + cBLC for suction

cD,wake = cD,body + cBLC for blowing
(1)

with the body cD,body and the wake drag cD,wake. The
boundary layer penalty is calculated from

cBLC =

∣∣∣∣2
uBLC

U∞

lBLC

c

ρBLC

ρ∞

∣∣∣∣ (2)

with the velocity magnitude of the control fluid uBLC and the
freestream flow U∞, the length of the control area lBLC and
the density of the control fluid ρBLC and freestream fluid ρ∞.
For a detailed description of the concept of the inclusive drag
see Fahland et al. [2].

The boundary layer penalty accounts for the costs that re-
sult from the non-zero mass flow, additionally, the power that
is required to run the active control needs to be considered in
the final analysis.

The simulations for the parametric study are conducted
at a constant Reynolds number of Re = 5 · 106. The Mach
number is varied between the subsonic regime (Ma = 0.6) up
to the transonic regime (Ma = 0.729). A maximum control
magnitude of ṁBLC = 3%ṁ∞ is chosen with the free-stream
mass flow of ṁ∞ = U∞cρ∞, while the angle of attack is varied
between α = −1◦ to 3◦.

The free-stream parameters selected in this study are cho-
sen to represent a cruise flight scenario at an altitude of 11km.
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The free-stream temperature of T∞ = −53.5◦C, the viscosity
of µ∞ = 1.449 ·10−5 kg

ms and the Mach number are prescribed,
while the ideal gas law is used to determine the density and
pressure from the given parameters.

RESULTS

In the parametric study, three different control configura-
tions are studied. Figure 2 shows the pressure coefficient for
the three different configurations at a transonic Mach number
of Ma = 0.725, an angle of attack of α = 2.31◦ and a control
magnitude of ṁBLC = 0.1%ṁ∞.

The uncontrolled reference case is covered by the red curve.
For blowing on the suction side a strong effect of the active
control on the shock characteristics can be observed. The
shock position is shifted towards the leading edge and the
shock magnitude is decreased. This leads to a reduction of
the lift coefficient cl compared to the uncontrolled case. As
already observed in previous investigations blowing leads to a
reduction of the friction drag, which is also seen in the present
results. Under consideration of the increased pressure drag
and the boundary layer penalty, the inclusive drag increased
and a decrease of the efficiency is observed. The opposite ef-
fect can be observed for suction on the suction side, the shock
is shifted towards the trailing edge and it is increased in mag-
nitude. In this case, an increase in cl is present. Additionally,
the growth in magnitude also leads to an increase in the drag
coefficient. Overall, an increase in the efficiency of suction on
the suction side was observed. Blowing on the pressure side
does not influence the position or magnitude of the shock.

Figure 2: Pressure coefficient for the three control
configurations and the uncontrolled reference case for
ṁBLC = 0.1%ṁ∞, α = 2.31◦ and Ma = 0.725.

The parametric study showed cases where an increase in
the efficiency at a constant angle of attack is observed. For
a better comparison of the effect, these cases are analysed
in more detail and are rerun at a constant lift coefficient.
An increase in efficiency was mainly observed for the cases
with suction on the suction side at low control magnitudes.
Promising cases are observed throughout the whole investi-
gated Mach number and angle of attack regime. The most
promising case of suction on the suction side is at Ma = 0.725
and ṁBLC = 0.1%ṁ∞ at cl = 0.897. Compared to the un-
controlled case an efficiency increase of 22.29% is observed for
suction on the suction side. As already mentioned above, ad-
ditional energy is needed for active control, which is not taken
into account so far. Since the air intake or dumping of fluid is
not explicitly defined in the investigated system, a worst-case
estimation of the costs is made. Even under consideration of
the costs, an increase in the efficiency of 17% is observed.

DISCUSSION

As already studied in the previous literature blowing leads
to a reduction of the friction drag of up to 40% for a transonic
case with a medium mass flow rate. When the inclusive drag is
calculated and thus the pressure drag as well as the boundary
layer penalty are included, an increase in the total drag is ob-
served. When considering the inclusive drag the only control
configuration which leads to a decrease in the inclusive drag
and thus an increase in the efficiency is suction on the suction
with a low control magnitude. The presence of the non-linear
effect of the shock, whose characteristics are strongly affected
by the active flow control, leads to the positive effects of the
control which are not observed in the subsonic regime. Tak-
ing into account the energy that is needed to run the control
results in a higher drag coefficient. Even though the assump-
tions which are made to get an estimation of the costs reflect a
worst-case scenario, configurations with a maximum increase
in the efficiency of 17% are found.

The results of the parametric study show that the active
flow control of wall-normal homogeneous blowing and suction
has potential, especially suction on the suction side at low
control magnitudes in the transonic regime. Considering the
non-optimal estimation of the costs and no targeted optimiza-
tion is made, the potential of the control might be even larger.

In the conference talk the results of the study will be pre-
sented in detail with a focus on the cases where an increase
in efficiency is observed and on validation via scale-resolving
simulations. This includes a discussion of the simulation re-
sults and a more detailed look at the assumptions made to
estimate the cost of the control.
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INTRODUCTION

Turbulent boundary layer generated skin-friction drag is
prevalent on the surface of high-speed moving trains, air-
planes, and ships, which results in significant extra energy
consumption. Controlling the turbulent flow to reduce the
skin-friction drag is of great engineering and economic in-
terest. In real-world scenarios, the aforementioned vehicles
do not always operate at a constant speed and under con-
stant environmental conditions. Therefore, it becomes nec-
essary to identify different sets of control strategies for a
range of Reynolds number cases in order to maximize drag
reduction. To address varying Reynolds number conditions,
low-amplitude wall blowing as an active flow control tech-
nique [1], which can achieve a long-lasting skin-friction drag
reduction effect in the streamwise direction, appears to be a
feasible choice in the present study. Since the drag reduc-
tion effect depends on multidimensional control parameters,
including blowing amplitude, frequency, angle, duty cycle, and
wavelengths in both the streamwise and spanwise directions,
using a machine learning framework to optimize the control
strategy could be a potential approach to solving this kind
of complex N-dimensional problem. Several previous simula-
tion works [2] applied an easy-to-use Bayesian optimization
framework (NUBO, Newcastle University Bayesian Optimiza-
tion [3]) to optimize the control parameters of low-amplitude
wall-normal blowing in a turbulent boundary layer flow. In
the present study, we aim to employ the same optimization
framework, NUBO, to achieve maximal local drag reduction
across a large range of Reynolds numbers. This is the first
attempt at using NUBO in a wind tunnel as part of a physical
fluid dynamics experiment. Once NUBO is proven to work
well with our experimental system, it will be applied to opti-
mize more control parameters in further investigations.

EXPERIMENTAL SETUP

The experiment was performed in the boundary layer wind
tunnel facility located in Newcastle University. The schematic
of the experimental setup is shown in Figure 1. To promote the
transition to turbulence, a tripping zigzag with a height of 1.5
mm and a width of 10 mm was installed 100 mm downstream
of the tip of the flat plate. The origin of the coordinate system
is set at the centre of the tripping zigzag. Throughout the pa-

per, we use x, y, and z to refer to the streamwise, wall-normal,
and spanwise directions, respectively. The microblowing rig is
embedded in the wall with the blowing region set at x = 475
mm to x = 830 mm. To obtain the skin-friction distribu-
tion in the turbulent boundary layer with and without the
flow control, a hot-wire probe with a diameter of 0.5 um and
a length of 1.25 mm was employed to measure the near-wall
mean velocity profile at several different streamwise positions
as shown in Figure 1. Here, the skin-friction was estimated by
a linear-fit technique [4]. To optimize the flow control strategy
for each Reynolds number, the skin-friction coefficient with a
corresponding set of control parameters was sent to NUBO as
an initial input. From this NUBO generated the next set of
control parameters. After a series of iterations, the measured
skin-friction coefficient should approach a constant value, in-
dicating that NUBO has found the optimal control parameters
for this Reynolds number. For further information regarding
of NUBO and its validation, please refer to [5].

x

y

z

Flow
zigzag trip microblowing rig

hot-wire

measurement positions
……

Figure 1: Schematic of wind tunnel experiment setup.

GLOBAL SKIN-FRICTION DRAG REDUCTION

Figure 2 (a) and (b) show the streamwise distribution of
the skin-friction coefficients measured with and without flow
control, under high and low Reynolds number conditions,
respectively. For both cases, the skin-friction coefficient de-
creases gradually with increasing streamwise positions in the
absence of control, exhibiting classic characteristics of a canon-
ical turbulent boundary layer. For the flow control cases, the
skin-friction coefficient decreases significantly from the region
where wall-normal blowing begins and gradually recovers to
match the non-blowing case downstream of the blowing re-
gion. This result implies that the wall-normal blowing used
in this study has achieved a long-lasting drag reduction ef-
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fect in the streamwise direction. With the increase in the
intensity of wall-normal blowing, the reduction in the global
skin-friction coefficient becomes more remarkable. To evaluate
the skin-friction drag reduction effect, the global skin-friction
drag reduction was calculated. The maximum global drag
reductions achieved for high and low Reynolds numbers are
37.2% and 15.8%, respectively.
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Figure 2: Streamwise skin-friction coefficient distribution with
and without flow control. (a) measured at U∞ = 21.0 m/s;
(b) measured at U∞ = 6.0 m/s.

OPTIMIZING WALL BLOWING WITH NUBO

The first experiment using NUBO to optimize one-
dimensional control parameters under a range of randomly
changing wind speeds to obtain the minimum local friction
velocity was conducted to assess the applicability of NUBO.
At the beginning of the experiment, a local friction veloc-
ity with a corresponding blowing amplitude and a freestream
velocity were sent to NUBO to generate the next set of ex-
perimental conditions. As shown in Figure 3, the colored dots
represent the friction velocities measured at X = 835 mm un-
der 60 sets of randomly decided freestream velocities and flow
control conditions provided by NUBO. The black circles rep-
resent the friction velocities measured without flow-control at
the same streamwise position for comparison. For no blowing
cases, the friction velocity increases linearly with the increase
in freestream speed. For cases with blowing, all measured
friction velocity values exist under the fitting curve for the no-
blowing case. In the experiment, after a series of iterations,
NUBO consistently recommended a high blowing amplitude
for each randomly determined freestream velocity, as indi-
cated by the yellow dots in Figure 3. This outcome suggests
that NUBO progressively identified the optimal control strat-
egy to achieve the lowest local friction velocity across various
freestream velocities.

CONCLUSION AND OUTLOOK

We experimentally achieved a reduction in global skin-
friction drag reduction in turbulent boundary layers using
low-amplitude wall blowing. The initial results indicate that
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Figure 3: Friction velocities measured at X = 835 mm under
different freestream velocities and flow control conditions as
provided by NUBO. Black and colored symbols represent the
results measured without and with flow-control, respectively.

our blowing rig can indeed generate uniform blowing and ad-
just the blowing intensity as we anticipated, leading to drag
reduction at different levels. The maximum global drag reduc-
tions achieved for high and low Reynolds numbers are 37.2%
and 15.8%, respectively. We have also attempted the first
optimization experiment using NUBO to obtain the lowest lo-
cal friction velocity across various freestream velocities. As
expected, NUBO quickly found the optimal control strategy,
which involved blowing at a high amplitude within the pa-
rameter bounds. While we have achieved drag reduction only
through varying intensities of uniform wall-normal blowing,
we have plans for further modifications. Control parameters,
including blowing amplitude, frequency, angle, duty cycle, and
wavelength will be explored and optimized with NUBO in sub-
sequent experiments to achieve both global skin-friction drag
reduction and net energy savings. We plan to conduct a di-
rect numerical simulation (DNS) to validate our experimental
results and provide detailed flow field information for further
analysis to understand the mechanism behind the relationship
between control parameters and drag reduction, providing in-
sights for refined design in turbulent boundary layer control.
The corresponding results will be presented in future work.
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STATE OF THE ART

Flaps have shown promising potential in reducing aero-
dynamic drag on canonical models [2] (up to 15%), both
as passive and active devices. On the Ahmed body, which
amounts to the majority of the studies, flaps were extensively
used as a mean for flow control. Their effects on the dynamics
of the flow depends on the configuration. When mounted hor-
izontally, they are seen to reduce the size of the recirculation
region. Also, flaps appear to delay the flow detachment (cav-
ity) thus increasing the base pressure. These studies [2] [3] [5]
have shown that longer flaps result in better drag reduction
[5], and this effect is linked to an increase of base pressure and
a longer recirculation region.

However, flaps have yet to demonstrate their effectiveness
in reducing drag for realistic car models [4]. This difference be-
tween simplified and real models towards drag reduction calls
for a complete characterization of the wake of a realistic road
vehicle in order to identify the mechanisms that contribute to
the drag. It is therefore crucial to verify whether the drag
mechanisms identified for the Ahmed body [3] [5] are still rel-
evant for a more realistic car model.

This study will focus on defining the wake topology and
identify the key contributors to the drag by means of a mo-
mentum budget on a selected number of interfaces, such as
the recirculation region interface (RRI). Finally, based on the
wake characterization, a wide range of flaps’ configurations
have been tested, but the drag reduction obtained is very small
compared to square-back Ahmed Body used in idealized con-
ditions. However, such strategies may still prove to be relevant
in the presence of variable atmospheric conditions where the
yaw and free-stream turbulence impact the wake.

EXPERIMENTAL SETUP

A representative car model of a Citroën C4 was tested in the
Malavard wind tunnel of the PRISME Laboratory in Orléans
(Figure 1). It is a 1/5th scale with a length of L = 1074
mm, a width of W = 437 mm and a maximum height of
H = 352 mm (which will be used as the main length scale).
This model is set on a rotating platform that is connected to
a three-component aerodynamic balance that measures forces
with an uncertainty of 0.2 N. The rear of the car is equipped
with 92 pressure sensors (running at 150 Hz) which provide
information on the base pressure contribution to the drag.
A planar Stereo Particle Image Velocimetry (SPIV) system,
acquired at a frequency of 15 Hz, allowed for measuring the
three components of the velocity over the full recirculation
region. In addition, hot-wire anemometry (performed at 60
kHz) is used to obtain the local temporal dynamics. The free-
stream velocity used in this study is U∞ = 20 - 30 m/s (Re =
HU∞/ν = 5− 7× 105, where ν is the kinematic viscosity).

U∞ 

 β

x

y
z

Balance force (Drag, Lift and Side force)

Hotwire anemometry

Particle Image Velocimetry (PIV - 2D3C)

Base pressure

Cp

Figure 1: Illustration of the experimental setup, highlighting
the overall measurement techniques used to characterize the
wake of the model.

Figure 2: Evolution of both drag and base pressure coefficient
with respect to yaw angle

DRAG MEASUREMENTS

Realistic driving conditions require a constant correction
of the trajectory of the vehicle, which translates in a range of
yaw angles between 1° to 4°. The aerodynamics forces were
measured with respect to the yaw, and Figure 2 shows the
evolution of drag and base pressure with respect to different
yaw angles. The base pressure coefficient is defined as

CP,B =
1

S

∫∫
2(P − P∞)

ρU2
∞

dS. (1)

The distribution of the force coefficients are symmetrical
around the 0 degree yaw angle, consistent with the literature
[1]. The drag difference for these angles ranges from 5% to
10%, which ought to be taken into account in the design pro-
cess. The aim is to obtain an efficient drag reduction solution
taking into account the yaw angle of the vehicle, which can be
adapted dynamically [2]. In fact, a small yaw angle changes
the topology of the wake by breaking its symmetry [1]. Also,
it can be observed that base pressure and drag evolve sim-
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Figure 3: Contribution of pressure in the momentum budget
on the recirculation region interface

ilarly, making base pressure the main factor to the increase
of drag when subjected to a yaw angle. Also, for this model,
base pressure amounts to 61% of the total drag whereas it rep-
resents 82% for the Ahmed body, which is attributed to the
difference of geometry.

MOMENTUM BUDGET

The Recirculation Region Interface (RRI), characterized by
the surface where horizontal velocity is null in the near wake,
separates the mass exchanges between the recirculation re-
gion and the outer flow bounded by the shear layers. It is a
valuable tool as it offers a systematic topological method to
measure parameters such as the recirculation length and to in-
tegrate the momentum equation, thereby deriving an equation
that relates aerodynamic drag to flow quantities in a budget
(each RRI is depicted in colour in Figure 3). Specifically, the
momentum budget links wake characteristics (mean and tur-
bulent flow) to the base pressure

CP,B =

∫

RRI+
[κ(CP + 2u′2)− u′w′]dx

−
∫

RRI−
[κ(CP + 2u′2)− u′w′]dx,

(2)

where CP,B is the base-pressure coefficient, CP the pressure
coefficient, and u′2, u′w′ are the normal and shear stress com-
ponents. Figure 3 shows the cumulative integral of pressure
along the RRI while being conducted for all the elements
mentioned for the momentum budget. The turbulent terms,
globally contribute to the decrease of the base pressure along
the RRI. The normal-stress term seems to increase the pres-
sure, thus providing a net thrust, but it is negligible, as its
contribution to the base pressure coefficient is 5%. As for the
shear stress, it contributes to approximately 40% of the base
pressure drag. Moreover, the pressure term is responsible for
60% of the contribution in the RRI. These results were also
observed on the Ahmed body [5], both in simulations and ex-
periments.

EFFECT OF THE FLAPS ON MEAN QUANTITIES

Following the momentum budget results, two vertical flaps
were positioned at the location where flow separation occurs.
Because pressure is mainly governed by the mean flow, us-
ing static flaps should allow for reducing drag similar to the
Ahmed body [5]. Note that the positive angle means that the

flap is oriented toward the base of the body, and the nega-
tive angles towards the outside. Also, both flaps will always
have the same angle in this experiment. The evolution of the
aerodynamics coefficients with regard to the flaps angle shows
that, for positive values, drag is reduced up to 2.4%, consis-
tent with full-scale wind tunnel measurements, for a slightly
different car model [4]. Moreover, the length of the flap scales
with drag reduction. Preliminary results, show that the re-
circulation region extends further downstream, thus resulting
in an increase of base pressure up to 15%. However, it was
found that increasing the base pressure using the longest flaps
does not necessarily lead to drag reduction. For instance, the
best drag reduction led to 1 to 2% improvement. Moreover,
the largest base pressure increase did not lead to the best
drag reduction, which implies additional drag from the flap
themselves. Further details will be provided during the pre-
sentation using the momentum budget given in eq.(2) along
the horizontal plane.

CONCLUSION

This study demonstrates the reliability of the model used,
which shares very similar features to full-scale models. This
allowed for the characterization of the wake and the identifi-
cation of key mechanisms contributing to drag. A momentum
budget conducted on the RRI, linking base pressure to the
flow’s physics, shows that turbulence contributes for 40% of
base pressure coefficient mainly on the lower part of the in-
terface, while the mean flow (i.e. obtained from pressure)
is responsible for 60%. Finally, although flaps reduce drag,
there is little to be gained in controlling the mean flow of an
optimized geometry. These results contradict the conclusions
obtained with the Ahmed body, suggesting the need for fur-
ther investigation.

From the identification of key mechanisms that contribute
to drag, an in depth study of turbulence needs to be conducted
and its sensitivity analysed in the presence of free stream tur-
bulence.
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INTRODUCTION

The flow around a surface-mounted hemisphere is a fun-
damental issue in fluid dynamics for its widely practical en-
gineering applications; for example, one of the classic uses of
the hemispherical shape in aircraft is as a beam director. In
general, extending a protuberance into the flow around an
aircraft is often accompanied by adverse aerodynamic issues
such as massively separated flow and wake vortex shedding.
Although the hemisphere has simple geometry, the flow over
it is highly unsteady and three-dimensional and has various
flow structures, which may create structural issues from the
cyclic loading associated with highly unsteady flows. However,
reasonable application of the surface-mounted hemisphere in
the aircraft could improve the flow field characteristics, de-
lay the separation, and reduce the aerodynamic resistance.
Meanwhile, hemisphere protuberance can be used as an al-
ternative approach to artificially generating hairpin vortices
(HV) in the laminar boundary layer, which has been proven
to have characteristics very similar to the typical HVs gener-
ated in turbulent boundary layers [7, 3]. In short, studying
the flow around the hemisphere has great significance for un-
derstanding the dynamics of hairpin vortices and promoting
its engineering applications in flow control.

While many important structures in typical cross-sections
have been revealed, the dynamics characteristics over a hemi-
sphere investigated from the experimental measurements are
deficient. Previous studies reported symmetric shedding pat-
terns in the hemispherical wake at low Reynolds numbers [1, 6]
and asymmetric shedding patterns at high Reynolds numbers
[2, 5], but the coexistence of these two patterns has barely been
observed, and likewise, the mechanism of asymmetric patterns
lacks clear explanations. The objective of the present study
is to further investigat the near wake of a hemisphere using
advanced experimental techniques.

EXPERIMENTAL SET-UP

Time-resolved tomographic particle image velocimetry was
employed to measure the flow field around a 10mm height
hemisphere completely immersed in a laminar boundary layer.
Figure 1 illustrates the schematic of the experimental model
and set-up. The flat plate of dimensions 500 mm × 15 mm
× 1500 mm (height × thickness × length) was placed verti-
cally in the channel with a 5:1 semi-elliptical profile to ensure
a subsequent laminar flow field, and the distance between the
center of the hemisphere and the leading edge of the plate
was 300 mm. The incoming freestream velocity was set to

U∞ = 154.8mm/s, and the Reynolds number based on the
hemisphere height is 1530 (Reh = U∞h/ν, where ν is the
kinematic viscosity of the fluid). The field of view was ap-
proximately 12h× 8h× 2h, and the three-dimensional and
three-component velocity fields are calculated using multi-pass
correlation analysis with window deformation with final inter-
rogation volume size is 48 × 48 × 48 voxels with 75% overlap,
giving the vector pitch of 0.576 mm.
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Figure 1: Sketch of the tomographic PIV configuration.

RESULTS AND DISCUSSION

In the wake of the hemisphere, a new asymmetric shed-
ding pattern is observed in the present study. In contrast to
the canonical shedding pattern exhibiting discrete HV with
spanwise symmetrical distribution, the asymmetric pattern
manifests alternating lateral inclinations of the HVs, which is
analogous to the phenomenon observed in wall-mounted pris-
matic wake [4]. However, unlike the transformation of the
wake from the symmetric to the asymmetric shedding pat-
tern with increasing Reynolds number reported before, the
coexistence of the two shedding patterns was observed exper-
imentally in the hemispherical wake at the current Reynolds
number for the first time. Figure 2 gives three typical in-
stantaneous flow fields around a hemisphere. The symmetric
distribution shown in Figure 2a is consistent with our previous
observations at lower Reynolds numbers [6], while Figure 2b, c
clearly display the deflections of HV towards the positive and
negative y-axis during convecting downstream, respectively.
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Natrually, the low-speed region under the head portions of
HVs similarly oscillates laterally with it. It is worth noting
that asymmetric oscillations occur intermittently in the near
wake rather than in a regularly periodic manner.
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Figure 2: Three typical instantaneous flow fields with isosur-
faces of Q/(U∞/h)2 = 4.4, and the blue transparent isosur-
faces of u/U∞ = 0.35 depict the low-speed region behind the
hemisphere.

Two distinct low-speed regions appear on each side of the
hemisphere, due mainly to upwash motions induced by the
re-oriented standing vortices, which push the low-momentum
fluid near the wall upwards. The low-momentum fluid inter-
acts with the external high-momentum flow to form strong
shear layers, which further roll up to form the arch-shape vor-
tices, referred to as side hairpin vortices (SHV). As shown
in Figure 2, SHVs resemble bridges straddling the low-speed
region on either side of the wake. Surprisingly, SHV struc-
tures are not symmetric along the spanwise direction in the
present work (indicated by the blue lines in figure 2), but
rather formed and shed alternately regardless of the shedding
pattern of HVs in the middle of the wake.

Figrue 3 gives the correlation coefficient between the
streamwise velocity fluctuations of two spanwise symmetric
locations at different flow locations. One is at x = 3.3,
where the SHV has not yet rolled up, and the other is at
x = 5.1, where SHVs have been completely formed and shed
downstream. Their common maximunms are reached when
∆t/TSHV = 0.17, where the TSHV represents the period of

SHV shedding. This indicates that there is always a phase dif-
ference of π/3 between the two low-speed regions on both sides
of the hemisphere. Therefore, it is suggested that there are
spanwise asymmetric perturbations contained in the low-speed
region on both sides, and these perturbations are transported
from upstream to downstream, leading to asymmetric shed-
ding of SHVs.
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Figure 3: Temporal cross-correlation of the streamwise ve-
locity fluctuations at two spanwise symmetric locations at
different streamwise location, denoted as black (x/h = 5.1,
y/h = ±1.35, z/h = 0.8) and magenta lines (x/h = 3.3,
y/h = ±1.58, z/h = 0.8), respectively.
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INTRODUCTION

Leading edge vorticity generation [1] is a key unsteady
mechanism for delaying stall and promoting flow attachment
at high angles of attack. We present an investigation into
control of this unsteady structure by taking inspiration from
flapping flight, exhibited as the primary form of locomotion
for tens of thousands of vertebrate and millions of inverte-
brate species [2]. Wind tunnel investigations of flapping flight
are often complex, however, due to the difficulty of working
with live specimens and the challenge of building robotics ca-
pable of capturing the wide ranging kinematics observed in
nature. We have designed a novel experimental method for
investigation of flapping flight dynamics in a wind tunnel, us-
ing a 6-axis articulated robotic arm, offering a programmable
platform to explore a wide range of flight kinematics and the
corresponding large parameter space. With this approach, we
parameterise the flapping profile with respect to Rossby num-
ber to investigate attachment of leading edge vorticity (LEV)
on the wing. The formation of LEVs strongly depends on
Rossby number, which quantifies centripetal and Coriolis ac-
celerations, for stability which can be varied via the radius of
revolution of the stroke R [3]. We explore this relationship
at higher Reynolds numbers in the freestream, by controlling
the radius of revolution for a figure-of-8 flapping wing path,
with the goal of exploring novel methods of separation control
exploiting unsteady flight dynamics for this setup.

THE MODEL

The model for this study is a flat plate, with a 150 mm
chord c and 325 mm span b, actuated by a six-axes ABB
IRB140 industrial robot, mounted outside the tunnel test sec-
tion with the wing connected via a beam to the robot flange.
The wing is mounted at its quarter chord and is positioned in
the center of the test section ±b/4. Procedures for flapping
are written in RAPID code on the robot controller, perform-
ing a simple figure-of-8 path with the pitch angle varying from
−30◦ to 30◦; the stroke path is shown in Figure 1. The origin
point for rotation varies from negative infinity (pure transla-
tion) to the wing root (pure revolution), as shown in Figure 2.
The parameter space explored by the experiment series covers
Rec = 16, 000 (defined based on the chord, freestream velocity
and wingtip velocity) and advance ratio J = 7.25; within this,
the Rossby number is varied from Ro = 12.8 − 31.0, with an
infinite Rossby number case representing pure translation of
the stroke. A significant advantage of the chosen method is

the ability to change the radius of revolution by simply edit-
ing code without having to swap out or change any physical
characteristics of the setup itself, allowing a full parameterised
study.

Figure 1: The wingtip motion of the plate, showing rota-
tion about the quarter-chord as the path is swept out. The
freestream is from left to right. The axes are not to scale.

Figure 2: The ABB IRB140 robot simulation with the origins
of rotation shown. At the half span b/2, the pure trans-
lation origin gives Ro = ∞, mixed translation-revolution
Ro = 23.11, majority-revolution Ro = 16.8 and pure revo-
lution Ro = 7.92. Note that the plate was fixed at the quarter
chord for the experiments.
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EXPERIMENTAL METHODOLOGY

The flow fields for the various procedures were captured
using translational single-shot stereo-PIV, at y/b = 0.25, 0.5
and 0.75. The measurements are time resolved, capturing the
full recursive stroke path 8 times in succession with an acqui-
sition frequency of 250 Hz. In order to move the acquisition
plane, the robot itself was used to adjust the position of the
plate, rather than moving the optics, providing a time saving
solution to capturing multiple stereo-PIV planes without hav-
ing to change the acquisition setup. Experiments were carried
out in the T1 Wind Tunnel at Imperial College London with
a tunnel speed of 1.5 m/s. The full setup is shown in Figure
3, with the acquired PIV plane locations shown in Figure 4.

Figure 3: The experimental setup, shown via a streamwise
cross section of the T1 wind tunnel.

RESULTS

Controlling the radius of revolution R for hovering flight
has previously been shown at Reynolds numbers in the range
110− 1400 to stabilise the attachment of leading edge vortic-
ity [3]. An initial inspection of our vorticity fields at higher
Reynolds numbers, with freestream velocity, shows that lead-
ing edge vorticity generated at the start of the upstroke and
downstroke stays coherent for longer when the radius of revo-
lution is minimised, confirming that LEV stability scales with
1/Ro as seen in previous experimental work in the field [3].
Of particular interest in this study is the LEV bursting (a
Reynolds number dependent effect) vs shedding (a Rossby
number dependent effect) interaction, where a loss in coher-
ence of the LEV does not necessarily indicate separation of
the flow from the flat plate [3] - an analysis of this behaviour
for these data will be presented. Figure 5 shows a possible
example of this bursting and subsequent shedding behaviour
of the leading edge vorticity for the translation case. We will
then further analyse the spectral properties of the flowfields,
inspecting both snapshot POD and spectral analysis of the
modes, to investigate our previously observed energy transfer
between the harmonics of the attached structures with respect
to Rossby number.
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INTRODUCTION

Turbulent boundary-layer separation from a curved surface
is characterized by complicated phenomena including spatially
and temporally irregular separation and reattachment lines,
strong interaction with the outer flow and interaction be-
tween pressure and velocity fluctuations [1]. Understanding
and controlling its onset, development and reattachment with
corresponding control mechanisms impacts all related practi-
cal applications.

Starting in Prandtl’s time, continuous attempts were un-
dertaken to investigate the capabilities of many active/passive
means for boundary-layer separation control. Passive con-
trol methods such as vortex generators are effective in en-
ergizing the boundary layer by generating streamwise elon-
gated vortices through the lift-up mechanism [5], where
high-momentum fluid is pulled towards the wall and low-
momentum fluid is pushed away from the wall. Active con-
trol strategies, on the other side, are flexible in adapting
to various operating conditions by adjusting the input for
the actuators [2]. Flow separation is controlled through the
mechanisms of either directly energizing the flow by injecting
high-momentum fluid, e.g. by blowing/suction or synthetic
jets [3], or inducing high-momentum flow with actuators such
as vortex- or plasma-actuators [7]. While passive control
strategies are preferred for their simplicity and no extra en-
ergy requirements, active control methods are favoured for
their flexibility and controllability. The most promising direc-
tion for providing a robust boundary-layer separation control
is the so-called micro vortex generators (MVGs) in the form of
either surface protrusions [6] or fluidic injection [4]. As shown
by [6], the most efficient mechanism to reduce flow separation
is based on mixing low- and high-momentum fluid between the
near wall region and the outer region. The height of the vor-
tex generators, effective for separation control, was found to
be 0.2 ∼ k/δ ∼ 0.8, where k is the vortex generator height and
δ is the boundary-layer thickness. Such micro-devices’ success
is ascribed to the basic mechanism that strong vortices are
generated close to the wall. The non-linear mechanisms am-
plify the vortices into the macro scales, thus energizing the
boundary layer.

The current work investigates a specific form of micro vor-
tex generator for turbulent boundary-layer separation control:
micro rotating cylindrical vortex generators (mRCVGs). Fig-
ure 1(a) shows a setup with a counter-rotating pair of the mR-
CVGs embedded in a boundary layer. The rotation strength
is quantified as the relative tangential velocity at the top of
the cylinder to the incoming local mean velocity ū(y = k), i.e
Ωu = ΩD/2ū(k), where Ω is the angular velocity and D the
cylinder diameter. A laminar baseflow induced by the counter-
rotating mRCVGs with Ωu = 0.2 is shown in Figure 1(b),
where a high-speed streak is brought into the boundary layer.
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Figure 1: (a): Numerical setup of counter-rotating vortex
generators embedded in a flat-plate boundary layer. (b):
Slices of the laminar baseflow induced by counter-rotating
mRCVGs with Ωu = 0.2. Thin solid lines are isolines of
u/u∞ = 0.1 ∼ 0.95. Thick black lines visualize vortex cores
employing λ2 = −5. (c): Isocontours of λ2 coloured by
streamwise velocity for instantaneous turbulent flow field in-
duced by counter-rotating mRCVGs with η = 0.5 and Ωu = 1.

In our previous study [10, 11], it is found that the induced
high-speed streak is capable of delaying and controlling the
Tollmien-Schlichting instabilities [9, 12]. The current investi-
gation will focus on the mRCVGs-induced streamwise vortices
and their potential to control a turbulent boundary separation
bubble over a curved ramp.
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Figure 2: Isocontour of u = 0 coloured by wall-normal coordi-
nate y, visualizing the temporal averaged separation bubble.
Top row: η = 0.5, bottom row: η = 1.

Reθ η = D/k λ Λ Ωu

1000 0.5 2 12 0.5, 1, 2

1000 1 2.8 8 0.5, 1, 2

Table 1: Parameters of setups

NUMERICAL METHOD

Numerical investigations are performed with the k-equation
model LES approach. A digital filtering synthetic eddy
method (SEM) [8] is used to generate an unsteady, turbulent
inlet flow with Reθ = 300. After some induction distance, a
fully developed turbulent flow at Reθ ≈ 400 can be obtained.
The mRCVGs are placed at a streamwise station Reθ = 1000.
The spatial resolution for the general grid over the flat plate
is x+ × y+min × z+ = 15 × 1 × 12, which is further reduced
to r+(radial) × φ+(circumferential) = 1.1 × 3.7 for the grids
around the cylinder. The sampling time is two times longer
and the domain size is even bigger, however, the CPU hours
used in the LES simulation (0.66× 105 hours) is two orders of
magnitude lower than that of a DNS. The solver used is pim-
pleFoam in its piso mode which solves the incompressible N-S
equations by using a Pressure-Implicit with Splitting of Op-
erators (PISO) algorithm. The pressure equation is solved by
the Geometric Algebraic Multi-Grid (GAMG) solver and the
velocity equation by the Preconditioned Bi-Conjugate Gradi-
ent (PBiCG) solver.

RESULTS AND DISCUSSIONS

Figure 1(c) shows a snapshot of the instantaneous vortices
of the turbulent boundary layer with counter-rotating mR-
CVGs with aspect ratio η = D/k = 0.5 and rotation rate
Ωu = 1. In contrast to the laminar case, the induced stream-
wise vortices break into large and small coherent structures.
Even so, the broken vortex is still effective in pulling down the
high-speed fluid from outside of the boundary layer.

Figure 2 shows the control effects of two set-ups of counter-
rotating mRCVGs with different aspect ratios, spanwise spac-
ings and rotation rates. The set-up parameters are shown in
Table 1. The separation bubble appears to be suppressed as
the rotation rate increases. The suppression effect is more ev-
ident in the wake region of the mRCVGs since high-velocity
streaks are supposed to be induced in the middle of the mR-
CVGs and therefore the turbulent boundary layer is energized.

For unveiling possible unsteady mechanisms behind the
above-observed separation suppression and spatial-temporal
characteristics of the turbulent separation bubble with and
without the control of mRCVGs, two-point auto-correlation
and dynamic mode decomposition analysis of the turbulent
flow will be presented in the meeting contribution. In addi-

tion, the interaction between the mRCVGs-induced coherent
structures and the unsteady separation bubble over the curved
backward ramp will be discussed.
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INTRODUCTION

Since their introduction [5], streamwise traveling waves of
spanwise wall velocity (StTW) have been an efficient approach
to reducing drag in wall-bounded flows such as channel flow
or pipe flow. The drag-reducing effect of StTW has been con-
firmed experimentally for the first time by [1], where a discrete
counterpart of the continuous sinusoidal wave was used. Drag
reduction figures represented in figure 1 were obtained. The
figure plots drag reduction in a pipe flow for a wave experi-
mentally discretized by three discrete segments (s = 3), with
the streamwise wavenumber fixed at k+x = 0.0082 (where the
superscript + stands for viscous units of the reference case)
and compares them to the original channel flow data obtained

by DNS. Here, R = 1 − Cf

Cf,0
is the drag reduction, and Cf

and Cf,0 are the friction coefficients measured respectively in
the actuated and reference cases.
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Figure 1: Drag reduction R experimentally measured for
StTW in [1] in the pipe flow (blue triangles), compared at
the same value of k+ to available DNS information for StTW
from the DNS study of [5] in the planar geometry (continuous
black line).

The experimental and the numerical curves are not identi-
cal. The experiments show wiggles absent in the simulations
and with the maximum drag reduction limited to R ∼ 0.3.
These effects, already noticed in [1], have been recently dis-
cussed in [3], which focused on the discrete nature of the
control, which explains the wiggles observed in the experi-
ment. The higher drag reduction observed in the simulations
has been attributed to a state of partial relaminarization that

could not be reached in the experimental facility. The present
work intends to explore this last topic further, by studying
how StTW affect the flow state. In particular, since flow re-
laminarization is obtained at (bulk) Reynolds numbers that
are much higher than the usual ones around which transition
to turbulence in pipes is observed [2], we ask the question
whether Re is enough to characterize the transition process in
a controlled pipe flow.

METHODOLOGY

Direct numerical simulations (DNS) of a turbulent pipe flow
modified by StTW are carried out to study how skin friction
modifications alter the flow state. Navier–Stokes equations
are written in non-dimensional form and in cylindrical coor-
dinates, for the primitive variables pressure p and velocity
u, as described in [3]. Temporal discretization is based on a
partially implicit scheme with a combination of the implicit
Crank-Nicholson scheme for the linear terms and a three-
substeps, low-storage Runge–Kutta scheme for the convective
terms. Regarding spatial discretization, the homogeneous
streamwise and azimuthal directions x and θ call for a spec-
tral discretization, naturally enforcing the required periodic
boundary conditions with the computational efficiency of the
pseudo-spectral approach. Compact, fourth-order accurate fi-
nite differences are used to discretize differential operators in
the radial direction. The azimuthal resolution would increase
above the required level as the pipe axis is approached, with
expensive requirements on the timestep to satisfy the CFL
conditions. The present numerical method, as described in [3],
works around this issue by gradually truncating the Fourier
series in θ direction as the radial coordinate approaches the
center of the channel, such that the azimthal resolution re-
mains approximately constant with the radial coordinate. The
pipe studied in this set of numerical experiments has a length
Lx = 30D, being D the pipe diameter. This extended di-
mension, compared to work on similar topics, has been chosen
to make sure that the phenomena are not constrained by the
domain length. To duplicate the experiment, the simulations
are run at a constant flow rate, with a bulk Reynolds number
Reb = UbD

ν = 4900 and a reference friction Reynolds number

Reτ = uτR
ν = 169. StTW are applied by explicitly imposing

a Dirichlet condition for the azimuthal velocity of the type
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uθ(x, t) = A sin(kxx − ωt), being A, kx and ω the control
amplitude, wave-length and frequency. Several simulations in
different positions of the kx − ω plane are performed, while
A = 0.5 (A+ = 14.5). As kx is changed, the length of the do-
main is slightly enlarged/contracted to always accommodate
an integer number of waves.

RESULTS

Figure 2: Map of friction drag reduction (percentage) in the
ω − kx plane for A = 0.5 and Reb = 4900. Contours are
spaced by 5% intervals, with the zero level indicated by thick
lines. The two dots, at the same R, correspond to the two
flows considered later in figure 3.

We first explore the ω− kx parameter space by performing
approximately 700 DNS for different combinations of kx and
ω. The data are organized in a drag reduction map as in [5]
and plotted in figure 2. The simulation outcomes in terms
of drag reduction resemble those of the plane channel flow,
and exhibit, as expected, regions of high drag reduction and
drag increase at similar frequencies and wavelengths. In the
present case, the maximum drag reduction is obtained at low
wavenumbers where a complete relaminarization of the flow is
obtained, corresponding to a drag reduction of R = 65%.

All the cases are at Reb = 4900, and it is known [2] that
this is well above the transitional regime in the natural pipe
flow. Here, however, the picture is complicated by the presence
of the drag-reducing forcing, possibly leading to a state of
spatially-localized turbulence observed in [3] and also typical
of the natural pipe flow but at much lower Reb. One might
surmise that, since the StTW alter the one-to-one relationship
between Reb and Reτ of the natural pipe flow, perhaps Reτ
is a better indicator for transition.

To describe the flow state, we compute at any time in-
stant the integral of the cross-stream turbulent kinetic energy
q across the cross-section A of the pipe:

q(x, t) =

∫

A
(u2

r + u2
θ) dA, (1)

which is an acknowledged indicator of turbulence [4]. In fact
q is useful to emphasize where along the pipe axis turbulent
puffs develop, and where a nearly laminar flow exists.

We show the spatio-temporal evolution of q(x, t) for two
cases, identified with dots in figure 2. These have the same
k+x = 0.0126; the two frequencies ω+ = ±0.08 yield a similar
amount of R ∼ 31%, hence the same value of friction Reynolds
number Reτ .

Figure 3 represents the evolution of q(x, t) over the peri-
odic pipe with time. The two cases have the same friction
and bulk Reynolds numbers, yet the flow behavior is different.
With the backward-traveling wave (top panel), turbulence
reduces compared to the reference case, but the flow is tur-
bulent everywhere during the whole simulation. With the
forward-traveling wave (bottom panel), instead, turbulence is

Figure 3: Space-time contour plot of q/(AU2
b ) in a reference

frame moving with a convection velocity Uc = Ub, for the two
cases with k+x = 0.0126 and ω+ = ±0.08. Flow is from left to
right.

localized in highly energetic spots, while the regions inbetween
are quiescent and nearly laminar. This is often observed in
transitional pipe flows, and closely resembles the puff struc-
tures observed in pipe flow experiments [2]. Note that here
these transient phenomena appear at Reb = 4900, that is well
beyond the critical value (around Reb = 2000) identified in
previous work to sustain turbulence [2]. Hence, the global bulk
and friction Reynolds numbers are insufficient to identify the
flow regime in a pipe under the action of drag-reducing con-
trol. Further research is ongoing to clarify if and how local
friction affects the localized state of turbulence.
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INTRODUCTION 
This	 study	 intends	 to	 investigate	 innovative	 surface	
modi5ications	in	the	form	of	macroscale	corrugated	surface	with	
the	aim	of	reducing	the	turbulent	skin	friction	drag	in	channel	
5low.	It	was	reported	by	Razzak	et	al.	(2019;2020)	by	performing	
numerical	 simulations,	 that	 carefully	 designed	 macroscale	
corrugated	surfaces	reduce	skin	friction	drag	in	Taylor	Couette	
5low.	On	the	other	hand,	 in	vehicle	and	industrial	applications,	
the	drag	reduction	technique	would	be	applied	on	channel	5low	
or	the	external	turbulent	boundary-layer	5low	over	the	surface	
of	 the	 body.	 However,	 there	 is	 a	 fundamental	 resemblance	
between	these	types	of	5lows	which	makes	it	plausible	that	the	
modi5ied	surface	geometry	will	yield	drag	reduction	also	for	the	
turbulent	 channel	 or	boundary	 layer	 5low.	Another	 reason	 for	
the	 potential	 success	 of	 the	 usage	 of	 macro	 scale	 corrugated	
surface	in	Taylor	Couette	5low	is	that	the	corrugated	surface	has	
been	shown	to	produce	naturally	occurring	oscillating	spanwise	
5low,	 resembling	 the	 effect	 of	 spanwise	 wall-oscillations,	 an	
active	5low	control	technique	(yielding	drag	reduction	of	up	to	
50%).	 Interestingly,	 the	 oscillating	 spanwise	 5low	 reported	 by	
Razzak	et	al.	 (2019;2020;2023)	occurs	naturally	and	does	not	
need	any	external	power	or	a	complex	system	otherwise	used	in	
the	application	of	 spanwise	wall	 oscillation	of	drag	 reduction.	
Besides,	 the	 ease	 in	 maintenance	 and	 manufacturing	 of	
macroscale	 corrugated	 surface	 will	 overcome	 limitation	 of	
conventional	 drag	 reduction	 techniques	 such	 as	 riblets,	
complaint	coating,	superhydrophobic	surfaces	etc.	Therefore,	if	
it	is	possible	to	trigger	and	enhance	the	emergence	of	naturally	
occurring	 oscillating	 spanwise	 5low	 by	 the	 means	 of	 surface	
manipulation,	 a	 more	 effective	 and	 practical	 drag	 reduction	
technique	 can	 be	 achieved,	 and	 this	might	 be	 a	 breakthrough	
achievement	 in	 enhancing	 energy	 ef5iciency	 and	 reducing	
carbon	 emission.	 These	 have	 motivated	 us	 to	 investigate	 the	
generation	of	naturally	occurring	oscillating	spanwise	 5low	by	
the	means	 of	 surface	manipulation	 in	 the	 form	 of	macroscale	
corrugated	 surface	 and	 its	 corresponding	 in5luence	 on	 skin	
friction	drag	reduction	in	turbulent	channel	5low.	The	schematic	
diagram	 of	 macroscale	 corrugated	 surface	 in	 channel	 5low	 is	
shown	in	Figure	1.		
	

To	ful5ill	the	objective	of	this	study,	Large	Eddy	Simulations	
(LES)	has	been	performed	at	!"!=550	after	being	validated	
against	 the	DNS	study	of	Lee	&	Moser	 (2015)	 involving	a	
turbulent	channel	5low	with	smooth	walls	shown	in	Figure	
2.	 Following	 this,	 numerical	 simulations	 of	 macroscale	
corrugated	 surfaces	 in	 turbulent	 channel	 5low	 has	 been	
performed	 for	 amplitude	 to	 wavelength	 ratios	 (A/λ)	 of	
0.125,	 0.075,	 0.05,	 0.025	 and	 0.0125	 and	 a	 half	 channel	
height	 to	 wavelength	 ratio	 (h/	 λ)	 of	 2.5.	 The	 streamline	
patterns	 associated	with	 the	mean	 5low	 structures	 in	 the	
plane	normal	to	the	5low	shown	in	Figure	3	indicates	that	a	
pair	 of	 counter	 rotating	 vortices	 appears	 in	 each	
wavelength	 of	 the	 macroscale	 corrugated	 surface	 which	
results	in	the	formation	of	ejection	at	the	peak	and	sweep	
at	 the	 valley.	 Besides,	 As	 A/λ	 decreases,	 formation	 of	
spanwise	secondary	5low	is	observed	between	the	counter	
rotating	vortices	shown	in	Figures	3	b-c.	These	contribute	
to	 suppressing	 the	 strength	 of	 sweeps	 and	 enhancing	
ejections	attributed	to	reduced	wall	shear	stress	at	the	peak	
regions	(i.e.,	ejection	region)	and	slightly	higher	wall	shear	
stress	in	the	valley	regions	(i.e.,	sweeping).	This	combined	
effect	results	 in	 lower	wall	shear	stress	in	the	macroscale	
corrugated	surface	compared	to	that	of	smooth	surfaces	for	
all	A/λ.	Despite	the	reduction	in	wall	shear	stress	for	all	the	
ratios	 of	 A/λ,	 the	 net	 drag	 is	 found	 to	 be	 higher	 in	
macroscale	 corrugated	 surface	 for	 A/λ	 ≥ 	0.06.	 This	 is	
related	 to	 the	 higher	 percentage	 increase	 in	 surface	 area	
than	the	percentage	reduction	in	wall	shear	stress.	For	A/λ	
<0.06,	net	drag	reduction	is	observed,	and	maximum	drag	
reduction	 is	 found	 to	 be	 2%	 at	 A/λ=0.025	 as	 shown	 in	
Figure	4.	Further	studies	will	be	carried	out	to	enhance	the	
strength	of	spanwise	secondary	5low	and	its	corresponding	
in5luence	on	skin	friction	drag	reduction.		
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Figure	1:	Schematic	diagram	of	channel	5low	con5iguration	
(a)	channel	5low	with	smooth	surface	(b	channel	5low	with	
longitudinal	corrugated	surface.	

	
Figure	2:	Comparison	of	LES	results	agains	DNS	of	Lee	&	
Moser	 (2015)	 for	 smooth	 channel	 at	 	 !"! =550	 (a)	
Comparison	 of	 normalized	 mean	 streamwise	 velocity	
pro5ile	 between	 LES	 and	 DNS	 (b)	 Comparison	 of	
normalized	Reynolds	stress			between	LES	and	DNS.	

	
Figure	 3:	 Streamline	 pattern	 associated	with	mean	 5low	
structures	at	plane	normal	 to	 5low	where	contour	shows	
mean	wall	 normal	 velocity	 for	 channel	with	macroscale	
corrugated	surface	(a)	mean	5low	structure	for	A/λ=0.25	
(b)	 mean	 5low	 structure	 for	 A/λ=0.075	 (c)	 mean	 5low	
structure	for	A/λ=0.05.	

	

Figure	4:	(a)	Change	in	percentage	reduction	in	wall	
shear	 stress	with	 A/λ	 (b)	 Change	 in	 percentage	 net	
drag	 reduction	 with	 A/λ	 (c)	 Change	 in	 percentage	
increase	 in	 surface	 area	 of	 corrugated	 surface	with	
A/λ	
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INTRODUCTION 
The circular cylinder has often been found to be arranged 

with another one in many engineering ields, e.g., supporting 
columns of offshore plants and wind turbines. The low around 
the two cylinders in tandem coniguration, as the simplest 
arrangement, has been investigated to evaluate luid dynamics 
related to the multiple cylinders. The drag acting on the 
downstream cylinder in the wake of the upstream cylinder was 
determined by the value of G/D [1], where D and G are the 
cylinder diameter and center-to-center distance between two 
adjacent cylinders, respectively. When the value of G/D was small, 
the drag acting on the downstream cylinder was reduced by the 
presence of the upstream cylinder, which was due to a decrease 
in the positive pressure at the stagnation point by no vortices in 
the gap region between the two cylinders (i.e., vortex shedding 
was only formed behind the downstream cylinder). However, 
when the value of G/D was large, distinct vortices were shed from 
the upstream and downstream cylinders, respectively, indicating 
the increased positive stagnation pressure of the downstream 
cylinder. As a result, the downstream cylinder experienced a 
sudden increase in drag at a large value of G/D. 

The dependency of the drag acting on the downstream 
cylinder on the value of G/D suggests that arranging two 
cylinders at small G/D is favorable for the cylindrical structure 
design. However, it is dificult to arrange the two cylinders with 
small G/D due to constraints related to operational eficiency or 
structural stability. To overcome this challenge, we consider the 
attachment of a lexible in to the downstream cylinder to reduce 
the drag on the downstream cylinder in the wake of the upstream 
cylinder when the value of G/D is large. 

NUMERICAL METHOD 
The motions of a two-dimensional incompressible viscous 

luid low are governed by the Naver-Stokes and continuity 
equations: 

21
jp

t Re
∂

+ ⋅∇ = −∇ + ∇ +
∂ u u u u f                                               (1) 

0∇ ⋅ =u                                                                                               (2) 
where u is the velocity vector, p is the pressure, t is time and fj is 
the Eulerian momentum force to enforce the no-slip boundary 
condition along the immersed boundary [2]. In addition, Re is the 
Reynolds number deined as Re = ρfU∞D/μ, where U∞ is the 
freestream velocity, ρf is the luid density and μ is the dynamic 

viscosity. In Eq. (1), j is the index number, where j = 1, 2 and 
3 denote the upstream cylinder, downstream cylinder and a 
lexible in, respectively. The upstream and downstream 
cylinders are located at (x/D, y/D) = (0, 0) and (G/D, 0), 
where x and y are streamwise and cross-stream distances 
from the origin. The lexible in is attached to the base point 
of the downstream cylinder. 

The motion of the inextensible lexible in (j = 3) is 
governed as follows [2]: 
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∂ ∂
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where s is the Lagrangian variable, s3 ranges from 0 to L, L is 
the length of the in, γ is the bending rigidity, X	=	[X(s), Y(s)] 
is the position vector, T is the tension force and F is the 
Lagrangian force exerted on the lexible in by the 
surrounding low.  

The clamped and free-end boundary conditions are 
applied at the leading and trailing edges of the lexible in, 
respectively. The momentum forcing term Fj in Eq. (3) is 
derived using a feedback law, 

'

0

( ) ( )
t

j ibj j ibj jdtα β= − + −F U U U U                                              (5) 

where α and β are large negative free constants. In Eq. (5), 
Uj = ∂Xj/∂t is the velocity of the structure and Uibj is the 
velocity of the immersed boundary. 
 

Figure 1. Schematic of the computational domain with two 
tandem cylinders-lexible in system 

 
Figure 1 presents a schematic of the two tandem 

cylinders with a lexible in attached to the base point of the 
downstream cylinder. The Reynolds number is ixed at 100 
in the present study.  
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RESULTS AND DISCUSSION 
The numerical simulations of the two tandem cylinders with 

a lexible in are performed to explore the drag variation on the 
downstream cylinder with the lexible in in the wake of the 
upstream cylinder when L/D and γ are systematically varied. In 
the present study, we consider two values of G/D = 4 and 8. 
Figure 2 shows the drag ratio ( , ,/D total D refC C , where ,D totalC  is 
the time-averaged total drag acting on the downstream cylinder-
lexible in system and ,D refC   is that on a pure downstream 
cylinder without a in) on a 2-D parameter space (L/D, γ). The 
luttering motions of the in are classiied into three distinct 
modes, which are superimposed in Figure 2: the limit-cycle 
lapping mode (open square), the chaotic lapping mode (closed 
diamond), and the delected mode (open circle). When G/D = 4 
in Figure 2(a), the limit-cycle lapping mode is predicted in small 
L/D and γ. As L/D and γ increase, it is transitioned to the 
delected mode. In the intermediate range between the limit-
cycle lapping mode and the delected mode, the chaotic lapping 
mode arises. Compared to the variation for G/D = 4, the delected 
mode is more dominant when G/D = 8 in Figure 2(b). In the limit-
cycle lapping and the chaotic lapping modes, the drag acting on 
the downstream cylinder is reduced by the presence of the 
lexible in compared to that on the pure downstream cylinder 
without the in. The maximum drag reduction of 42.5% is found 
at (L/D, γ) = (1.5, 0.1) when G/D = 4. In the delected mode, the 
drag is larger than that on the pure downstream cylinder, and a 
maximum is observed at (L/D, γ) = (1.9, 0.1) when G/D = 8. 

 

Figure 2. Contours of the drag ratio ( , ,/D total D refC C ) and regime 
diagram of the lapping mode on a map of (L/D, γ) when (a) G/D 
= 4 and (b) G/D = 8: (□) the limit-cycle lapping mode, (♦) the 
chaotic lapping mode and (○) the delected mode. 

 
To analyze the drag reduction mechanism of the downstream 

cylinder when the lexible in is attached, the instantaneous 
vorticity (ωz) and time-averaged pressure contours for 
representative cases are shown in Figure 3. The vorticity and 
pressure contours for the pure tandem cylinder without the in 
are included for comparison in Figure 3(a). When no lexible in 
is attached, strong vortical structures are observed behind the 
downstream cylinder, resulting in a low negative base pressure 
acting on the downstream cylinder. In the limit-cycle lapping 
and chaotic lapping modes when the lexible in is attached in 
Figures 3(b) and (c), the vortices from the downstream cylinder 
are highly suppressed by the in (see the solid and dashed lines). 
The suppressed vortices lead to recovery in the negative base 
pressure, indicating the drag reduction. However, when the 
lapping state is in the delected mode, a strong recirculation is 
predicted behind the delected in. As a result, the drag on the 
downstream-lexible in system increases compared to that on 
the pure downstream cylinder without the in.  

The present study achieves the maximum drag reduction 
of 42.5% in the cylinder-lexible in system, demonstrating 
superior drag reduction performance compared to the 
cylinder-rigid in system reported in a previous study [3]. In 
the EDRFCM 2024, we will show the enhanced drag 
reduction performance further by applying an active 
pitching motion to a lexible in. 

  

Figure 3. Instantaneous vorticity (ωz) and time-averaged 
pressure contours: (a) pure tandem cylinder without the in, 
(b) G/D = 4, L/D = 1.5 and γ = 0.1 in the limit-cycle lapping 
mode, (c) G/D = 4, L/D = 2 and γ = 0.1 in the chaotic lapping 
mode, and (d) G/D = 4, L/D = 1.5 and γ = 0.2 in the delected 
mode. In the igure, the solid and dashed lines indicate ωz = 
±2. 
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INTRODUCTION

Streamwise traveling waves of spanwise velocity (STW) are
an active Drag Reduction (DR) method capable of reducing
the Skin-Friction Coefficient (Cf ) by up to 45% [4]. These
waves are implemented as boundary conditions in Direct Nu-
merical Simulations (DNS) codes by imposing the instanta-
neous value of the spanwise component of the velocity (w) at
the wall.

w (x, 0, z, t) = A sin (λz − ωt) (1)

In this work we consider a more dynamic behaviour of the
STW by allowing the wave pulsation (ω) to change over time.

w (x, 0, z, t) = A sin (λz − ω (t) t) (2)

With this modification and by targeting the maximisa-
tion/minimisation of specific cost functions we aim at further
exploring the mechanisms that govern turbulence regeneration
cycle at the wall.

The time variation of ω is obtained as the outcome of the in-
teraction of the DNS environment and an active control based
on a Deep Reinforcement Learning (DRL) algorithm [2]. The
action that DRL gives as output to control the system is ω,
which is selected by a policy that the DRL algorithm tries to
learn by using a specific set of data that represents a proxy of
the actual flow state. In this case, the data consists of a 2D
snapshot of streamwise velocity u sampled on a plane parallel
to the wall located at y+ = 15 [6]. Concerning the selected
cost function, a natural choice could be related with high re-
wards associated with low Cf values. In this study we take a
different approach aiming at understanding the nature of the
wall regenerating cycle. As a first case we tried to promote ve-
locity streaks characterised by straight patterns (i.e. aligned
with the mean flow direction) and measure its impact on wall
turbulence by exploring typical integral values (e.g. the Cf )
and the velocity fluctuations distributions.

The methodology we used to promote the appearance of
straight streaks is based on the definition of the reward func-
tion r ∈ [−1, 1]. In particular, the turbulent kinetic energy
(Ek) and the energy of the straight streaks (Eks), defined as

Eks =
1

LxLzδ

∫ Lx

0

∫ Lz

0

∫ δ

0

(
u′)2 dxdydz, (3)

are computed in a volume that contains the low-speed streaks
[3]. Their difference, corresponding to the energy of the non-
coherent fluctuating field, is rewarded when moving towards
low values following the definition

r = 2(Ek−Eks)/b − 1. (4)

Here, b is an adjustable parameter. The policy, and therefore
the pulsation ω (t), are updated every ∆t+ = 10.

The DRL policy that we have used is DDPG (included
in the Stable-baselines3 Python libraries [5]) and the DNS
environment is the open source incompressible Navier-Stokes
solver CaNS [1]. The DRL-DNS communication occurs via
the message passing interface library.

RESULTS

The training of the neural network led to a strategy that
maintains the streaks straighter, with a higher energy com-
pared to the standard STW, for a longer time. Such configu-
rations are not observed in non-actuated cases or with STW,
and they correspond to a non-negligible (yet, not optimal)
drag reduction, as can be seen in figure 3.
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Figure 1: Non-actuated field of streamwise velocity at its min-
imum value of Eks/Ek The field, as in figure 2, is displayed
at y+ = 15.

0 0.5 1 1.5 2 2.5 3
0

0.2

0.4

0.6

0.8

1

x

z

Figure 2: Actuated field at its minimum value of Eks/Ek. A
tidier configuration, unreachable without control, is available.

NEXT DEVELOPMENTS

Current improvements to the present study consist in fur-
ther generalising the boundary conditions by adding more
waveforms to the spanwise velocity component of the wall

w (x, 0, z, t) =

Ns/2∑

k=−Ns/2

Ak(t)e
i2πkx/Lx (5)
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Figure 3: History of Cf during an episode. Almost half of
the DR is achieved by simply promoting configurations with
straighter streaks.

and therefore the action space can increase from dimension 1
to Ns, potentially unleashing new strategies inaccessible with
a single control parameter.

We will also consider different types of rewards to explore
the causality of events in the regeneration cycle. In particular,
we are now considering the minimisation of the energy content
of the 4th quadrant events that are believed to be one of the
drivers of velocity streaks instabilities.

The enlarged action space and testing new rewards will add
further complexity to the overall methodology. Indeed, it is
anticipated that the training of the neural network will take
longer and that further calibration of the process will need
to be considered. i.e. the time period between successive ac-
tions and the duration of the averaging of the integral quantity
considered for the reward.
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INTRODUCTION

The significance of drag reduction becomes essential to di-
minish both energy consumption and pollutant emissions in
modern transportation systems. Skin friction stands out as a
crucial contributor to drag, accounting for as much as 55% of
the total drag for commercial aircraft.

Choi et al. [2] found that by using blowing and suction to
counteract wall-normal velocities in a turbulent channel flow,
skin friction reduction up to 25% can be achieved.

Rebbeck and Choi [8] demonstrated through wind tunnel
experiments that real-time opposition control, using a wall-
normal jet to block high-speed fluid during sweep events, can
effectively reduce skin friction drag in the turbulent boundary
layer.

Bayesian optimization has proven to be an effective tool for
optimizing the actuation parameters in flow control strategies
aimed at reducing drag in turbulent flows. Mahfoze et al.
[5] applied Bayesian optimization to determine the optimal
amplitude and coverage parameters for wall-normal blowing
control in a zero-pressure gradient turbulent boundary layer,
achieving significant skin-friction reductions.

The present study investigates a real-time opposition con-
trol strategy to reduce skin friction drag in a fully turbu-
lent channel flow. The actuation parameters were optimized
through a Bayesian algorithm.

EXPERIMENTAL SETUP

Experiments were conducted in an 8-meter-long duct with
a 7 cm x 30 cm rectangular cross-section. The flow is charac-
terized by a Reynolds number based on the friction velocity
Reτ = 420.

Two hot-wire probes connected to Dantec 55M10 CTA
Standard Bridge anemometers, were used. The front probe is
positioned 65 viscous units upstream of the control point and
15 viscous units from the wall. Following the work of Rebbeck
and Choi [7], sweep events were detected using the velocity
gradient technique applied to the longitudinal component of
the velocity, measured by the front probe. The gradient was
computed from the hot wire anemometer analog voltage out-
put signal and a comparator device identified sweep events
when the gradient exceeded a given threshold. The threshold
level has been set to ensure that both the gradient and the
VITA techniques (see Blackwelder and Kaplan [1]) detected a
comparable number of events. For the VITA technique, the
parameters used were a threshold value of k = 1.2 and an
averaging time T+ ≈ 10.

A detected sweep event triggers a TTL signal which is sent
to an Arduino Uno Rev3 microcontroller, introducing with
the latter a delay to account for the convection time and the
actuator response. The delayed TTL signal triggers a signal

generator to produce a sine wave, which is then amplified to
drive a loudspeaker that emits a jet through a 1mm orifice.

The control parameters (voltage amplitude, frequency, and
delay) were optimized via a Bayesian algorithm to maximize
velocity reduction, measured by the rear probe positioned at
x+ = 76 and y+ = 15. The rear probe was mounted on a
2-axis movable stand to allow movements in the streamwise
and wall-normal directions.

Both probes were calibrated in situ. Data were collected us-
ing a National Instruments board with a sample rate of 10 kHz.

A workstation is connected to both the microcontroller and
the signal generator to automatically adjust the actuation pa-
rameters. Data post-processing and the Bayesian optimization
algorithm are executed on a laptop connected to the worksta-
tion via Ethernet. The communication is allowed by a TCP
protocol and a Python-based server-client setup.

Figure 1: Schematic of the control system. The signal from the
upstream probe is used to trigger the actuation. The signal
coming from the downstream probe allows the optimization of
the control strategy.

CONTROL PARAMETERS OPTIMIZATION

A closed-loop control logic was implemented through a
Bayesian optimization algorithm. Bayesian optimization is
well suited for minimizing functions expensive to evaluate, and
for handling stochastic noise in the function evaluation. The
algorithm is constituted of two main components: a Bayesian
statistical model to build a surrogate for the objective func-
tion and an acquisition function to determine the next point to
sample. The statistical model, a Gaussian process, provides a
Bayesian posterior distribution for potential values of the cost
function J (ψ) at any candidate point ψ, which is updated with
each new observation of J . The acquisition function assesses
the value that would be generated by evaluating the objective
function at a new point ψn+1 = ψ, leveraging the posterior

1
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distribution which is formed after observing n data points.
According to [3, 6], the posterior distribution is defined as:

J (ψ) |J (ψ1:n) ≈ N
(
µn(ψ),σ

2
n(ψ)

)
, (1)

where: σ2
n(ψ) is the posterior variance which is equal to the

prior covariance Σ0(ψ,ψ) minus a term representing the vari-
ance reduction from observing J (ψ1:n); µn(ψ) is the posterior
mean that is a weighted average of the prior mean µ0(ψ) and
an estimate derived from the data J (ψ1:n) having the weights
dependent on the kernel Σ0(ψ,ψ′). ψ and ψ′ are two candi-
date points in the input space.

A measure of the longitudinal local mean velocity reduc-
tion, and thus of the control effectiveness, can be obtained
through the difference in areas between the uncontrolled and
controlled cases. This difference is depicted in figure 2 for the
best triplet ψopt. The cost function is written for a generic
ψi:

J (ψi) = −
Anc −Ac(ψi)

Anc
, (2)

where the generic area in either, controlled or uncontrolled
cases, is:

A =

∫ tw

tm

u+dt, (3)

u+ is the fluctuating component of the streamwise velocity in
wall units, tm is the time in correspondence of the first min-
imum peak, tw is a time window that was selected to ensure
the robustness of the cost function, ψ is a triplet consisting of
voltage amplitude, frequency, and delay. The episode length
was set to 120 seconds, during which the voltage amplitude,
frequency, and delay were kept constant. This duration was
calibrated to ensure approximately 800 events for statistical
analysis.

The optimization intervals were 60÷ 100Hz, 50÷ 75mVpp
and 0.15 ÷ 6 s for frequency, amplitude and delay, respec-
tively. These intervals were chosen to take into account both
equipment limitations and operational reasons. To explore
the space before optimizing, 32 points were sampled using
the Sobol’ sequence which is a quasi-random low-discrepancy
sequence [9]. The kernel used was obtained by multiplying a
constant kernel with the Màtern kernel [4] and then by adding
a white noise kernel to account for measurement noise. Ex-
pected Improvement was used as the acquisition function.

RESULTS

Figure 2 shows the conditionally averaged sweep events in
the uncontrolled and controlled case for the optimal triplet
(ψopt). A reward of 54% was achieved for this configuration.
A survey was also conducted at various downstream coordi-
nates for the same control parameters. It is noteworthy that
the effect of the control persists for approximately 500 viscous
units, albeit with reduced intensity.

The posterior mean µn is represented in figure 3 as a func-
tion of frequency and delay by keeping constant the amplitude
to 60mVpp. It can be observed that low actuation frequencies
and low delay times produce a positive impact on the control.
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Figure 2: Conditionally averaged sweep events for the con-
trolled case with ψopt and uncontrolled case at x+ = 76 and
y+ = 15. The area difference is highlighted in green.

Figure 3: Posterior mean µn for different delay times and
frequencies. The amplitude is kept constant to 60mVpp.
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INTRODUCTION

Reducing aerodynamic drag in vehicles is essential to lower
pollutants, fuel consumption, and costs. A 7 − 10% reduc-
tion in drag can decrease fuel consumption by 2.7− 5.2% [1].
This is increasingly important for electric vehicles to maximize
their range. At high speeds, city cars face significant aerody-
namic drag, making up about 80% of total drag at 130 km/h
compared to 50% at 50 km/h [2]. Due to limited geomet-
ric optimization and regulatory constraints, drag reduction is
challenging.

Active flow control holds promise for minimizing drag in
commercial vehicles. Deep Reinforcement Learning (DRL) has
become a crucial advancement in fluid dynamics and control
theory, particularly effective for closed-loop flow control [3].
DRL uses AI and neural networks to manage complex flow
environments, learning optimal control policies through inter-
action and rewards, without needing explicit knowledge of flow
physics [4].

METHODOLOGY

This study examines the wake topology of a bluff body, rep-
resentative of a commercial vehicle, manipulated by different
control laws for pulsed jets located at the edges of the model’s
rear base. Parameters were identified using a Deep Reinforce-
ment Learning (DRL) algorithm trained to reduce the drag
while considering the energy budget.

Related to the study currently presented, Amico et al. [5]
trained different DRL agents to obtain forcing conditions lead-
ing to the drag reduction scenario of the same commercial
road vehicle by means of 4 pulsed jets, one per edge of the
model base, with adjustable exit velocity (Uj) and pulsation
frequency (fj).

The agent’s training is conducted using two distinct state
definitions, as outlined in Table 1. The state is characterized
by the distribution of the pressure coefficient Cp on the base
of the model.

Cp =
< p > − < p∞ >

0.5 · ρ · U2
∞

(1)

where the subscript ∞ indicates freestream conditions and the
symbol <> indicates the time-averaged value.

Subsequently, this definition is expanded by incorporating
fluctuating pressure (p′) via CpRMS .

CpRMS =

√
< p′2 >

0.5 · ρ · U∞2
(2)

A first agent was trained to maximize a reward (r) defined as

r = Cd0 − Cd = ∆Cd (3)

where Cd and Cd0 are the drag coefficients in the forced and
unforced conditions, respectively.

State Reward

Case 1 Cp ∆Cd
Case 2 Cp+CpRMS ∆Cd

Table 1: Summary of the state and the reward definitions.

The model used is a 3D printed square-back road vehi-
cle typically employed as heavy-duty vehicle, with length (L),
width (W) and height (H) equal to 412 mm, 170 mm and 200
mm, respectively. The forcing is obtained by four air jets slits
located along the edges of the model’s base.

Velocity field measurements were conducted in the vehi-
cle wake using Planar Particle Image Velocimetry (PIV) and
Stereoscopic Particle Image Velocimetry (sPIV), as shown in
Figure 1. PIV results indicate that significant drag reduction
shortens the recirculating flow bubble in the streamwise direc-
tion, symmetrizes the wake, and improves pressure recovery at
the model’s base (compare Figures 1 and 2). When consider-
ing the energy budget, the changes are smaller due to reduced
actuation.

This study builds on previous work (Amico, 2022) by of-
fering insights into wake topologies for active flow control
strategies to reduce pressure drag.

(a) (b)

(c) (d)

Figure 1: Colormaps of streamwise time-averaged velocity u
fields at x = 0.15(a), 0.4(b), 0.6(c), 0.8(d), view from down-
stream, with overlaid v − w streamlines (in black), for the
unforced condition.
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RESULTS

A substantial pressure recovery at the base of the model
characterizes the conditions that achieve significant drag re-
duction. The extent of the recirculating region, measured as
max(x/W )u(x/w)≤0, is shortened compared to the unforced

case, with BL values decreasing from 0.8 to 0.5 and 0.6.

The model shown in Figures 3b and 3c depicts the wake
configuration, when maximum drag reduction is achieved. It
is evident that the C-pillar has moved upwards and the recir-
culation bubble has compressed towards the base of the model,
resulting in better pressure recovery. The interaction between
the underbody flow and the recirculation bubble creates a vor-
tex structure that develops in the direction of the flow.

In Case 1, a noticeable upward shift of the C-pillar and
the compression of the bubble towards the model’s base are
evident, resulting in increased pressure recovery. Addition-
ally, in Case 2, the formation of flow structures due to the
interaction between the top jet and the recirculation bubble is
observed. From the analyses conducted, it becomes clear that
the agent can identify the condition of maximum drag reduc-
tion, marked by wake symmetrization, and can achieve this
configuration using different control strategies. Specifically, in
Case 2, the agent replaces the flow reduction from the side jet
with the synchronized activation of the top jet.

These findings suggest that flow injection from the bottom
jet is effective to achieve drag reduction (approximately 10%),
as it advances the closure of the recirculating zone by shift-
ing the interaction between the shear layers generated by the
top and bottom model edges further upstream. However, this
approach demands significant energy consumption. Moreover,
while describing the flow topology found by the DRL agent for
the different rewards, gives insights on how actively-controlled
wake flows should appear to reduce their pressure drag.
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Figure 2: Colormaps of streamwise time-averaged velocity u
fields at x = 0.15(a), 0.4(b), 0.6(c), 0.8(d), view from down-
stream, with v − w streamlines (in black), for Case 1.

(a)

(b)

(c)

Figure 3: Schematic representation of the wake for Baseline
Case (a) and forced case under maximum drag reduction con-
ditions (b and c).
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INTRODUCTION 
Modern	airliners	release	lifting	devices	such	as	the	slat	and	4lap	

during	takeoff	and	landing	to	increase	the	wing	curvature,	which	in	
turn	increases	the	lift	and	improves	takeoff	and	landing	performance	
[1].	At	this	point,	the	wing	can	be	simpli4ied	to	a	multi-element	airfoil.	
However,	signi4icant	de4lection	of	the	trailing-edge	4laps	can	lead	to	
4low	 separation	 and	 affect	 the	 lift	 enhancement	 effect.	 Therefore,	
suppressing	 4low	 separation	 through	 4low	 control	 techniques	 to	
achieve	 lift	 enhancement	 has	 signi4icant	 engineering	 application	
value.	

Previous	 studies	 have	 found	 that	 continuous	 jets	 [2,3]	 and	
sweeping	 jets	 [4,5]	 applied	 at	 the	 leading	 edge	 of	 multi-element	
wings	 can	 enhance	 the	 lift.	 However,	 these	 active	 4low	 control	
methods	typically	require	air	sources,	often	solved	through	engine	
bleed	air,	which	inevitably	leads	to	engine	power	loss.	Synthetic	jets	
manipulate	 4low	 by	 generating	 vortices	 through	 periodic	 blowing	
and	suction.	Compared	to	traditional	jet	control	methods,	synthetic	
jets	do	not	require	an	external	air	supply,	offering	advantages	such	
as	compact	structure,	low	energy	consumption,	rapid	response,	and	
high	ef4iciency	[6].		

This	work	investigates	the	control	effect	of	a	synthetic	jet	array	on	
lift	 enhancement	 of	 the	 multi-element	 wing	 through	 wind	 tunnel	
experiments.	 The	 control	 mechanisms	 behind	 4low	 separation	
suppression	and	lift	enhancement	are	revealed.	
EXPERIMENTAL SETUP 

The	experiment	was	conducted	in	an	open	return	low-speed	wind	
tunnel	with	an	elliptical	test	section	measuring	1.45	meters	in	length,	
featuring	 a	 1.02	 m	 ×	 0.76	 m	 inlet.	 Figure	 1(a)	 illustrates	 the	
schematic	 diagram	 of	 the	 multi-element	 airfoil	 model,	 which	
comprises	 components	 such	 as	 the	 slat,	 main	 wing,	 synthetic	 jet	
array,	and	cover.	The	wingspan	was	400	mm,	and	the	chord	length	of	
the	 airfoil	 was	 200	 mm.	 The	 synthetic	 jet	 array	 included	 six	
piezoelectric-driven	 actuators,	 consisting	 of	 an	 actuator	 cavity,	
actuator	middle	plate,	O-ring	silicone,	piezoelectric	diaphragm,	and	
jet	exit.	The	jet	outlets	were	located	at	the	leading	edge	of	the	4lap,	
with	dimensions	of	1	mm	×	44	mm	and	spaced	58	mm	apart.	The	jet	
direction	was	 tangential	 to	 the	wing	 surface. Every	 two	actuators	
were	driven	by	one	ATA-214	high-voltage	ampli4ier	with	a	maximum	
output	of	400	Vp-p	at	300	mA,	as	shown	in	Figure	1(b).	An	AFG1062	
function	generator	was	used	to	generate	the	sinusoidal	input	signal	
that	was	concurrently	monitored	by	a	SDS1102X	oscilloscope.	

The	model	was	installed	vertically	in	the	test	section	of	the	wind	
tunnel	with	the	pivot	in	connection	with	a	force	transducer.	Two	end	

plates	 parallel	 to	 the	 free	 stream	 were	 horizontally	 installed	 in	
proximity	to	the	ends	of	the	airfoil	model,	minimizing	the	impact	of	
the	end	effect	on	the	4low	in	the	midspan	area.	Under	the	free-stream	
velocity	U∞	of	10	m/s,	the	Reynolds	number	based	on	the	chord	was	
Re	=	1.3	´	105.	

Velocity	 measurements	 were	 conducted	 via	 two-dimensional	
particle	 image	 velocimetry	 (PIV).	 The	 PIV	 system	 comprised	 a	
Beamtech	 Vlite-Hi-527-50	 high-speed	 double-pulsed	 laser	 and	 a	
high-speed	 CMOS	 camera.	 The	 particle	 images	 of	 the	 investigated	
4low	 4ields	 were	 captured	 by	 the	 camera	 in	 the	 double-exposure	
mode.	The	camera	resolution	was	set	to	2048	×	2048	pixels	to	store	
over	10800	particle	 images	 corresponding	 to	5400	 image	pairs	 in	
each	sampling.	The	measured	4ield	of	view	was	about	150	mm	×	150	
mm,	resulting	 in	a	magni4ication	of	0.073	mm/pixel.	The	sampling	
frequency	of	the	image	pairs	was	set	to	500	Hz	with	a	straddling	time	
of	 100	 μs,	 ensuring	 that	 the	 maximum	 particle	 displacement	
remained	below	16	pixels.	

	

		
Figure	1.	Schematic	diagram	of	(a)	the	multi-element	airfoil	model,	
(b)	experimental	setup.	
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RESULTS 
During	 the	 experiments,	 synthetic	 jets	 were	 generated	 at	 an	

applied	voltage	of	300	Vp-p.	The	jet	exit	velocity	was	measured	by	
placing	a	single	hot	wire	in	the	major-axis	plane	of	the	exit	with	the	
sampling	frequency	of	20	kHz	for	10	s.	Based	on	the	measurement	of	
the	jet	velocity	over	a	range	of	frequencies,	the	highest	velocity	value	
was	 chosen	 at	 the	 excitation	 frequency	 of	 fe	 =	 1	 kHz.	 The	 jet	 exit	
velocity	was	phase-averaged	and	interpolated	by	a	spline	4it	over	a	
period	of	the	actuator	operation,	as	shown	in	Figure	2(a).	The	4itting	
result	 displays	 an	 approximately	 sinusoidal	 distribution	
corresponding	to	the	peak	velocity	at	the	jet	exit up	=	71.4	m/s	and	
the	 average	 exit	 velocity	 Uj	 =	 18.6	 m/s.	 In	 addition,	 Figure	 2b	
presents	the	power	spectral	density	(PSD)	of	the	instantaneous	jet	
exit	 velocity,	 in	 which	 the	 profound	 peaks	 are	 detected	 at	 the	
excitation	 frequency	 of	 1	 kHz	 and	 its	 high-order	 frequency	
components.	

	
Figure	2.	Synthetic	jet	characteristics	at	the	exit:	(a)	phase-averaged	
jet	 exit	 velocity	 at	 fe	 =	 1	 kHz	 and	Vp-p	 =	 300	V,	 (b)	 power	 spectral	
density	(PSD)	of	instantaneous	jet	exit	velocity.	

Figure	 3	 displays	 the	 variations	 of	 lift	 coef4icient	 and	 lift-drag	
polar	of	the	baseline	airfoil	over	the	range	of	0°-40°	in	comparison	to	
the	 controlled	 case.	 Stall	 and	 a	 sudden	 drop	 in	 lift	 coef4icient	 are	
observed	 for	 the	 baseline	 airfoil	 after	 α	 =	 24°.	 The	 synthetic	 jet	
signi4icantly	increases	lift	both	before	and	after	stall,	resulting	in	an	
improvement	 of	 the	 lift	 performance	 before	 α	 =	 38°,	 with	 the	
maximum	lift	coef4icient	increasing	by	11.5%.	Additionally,	the	lift-
drag	polar	curve	is	shifted	upward	overall	after	control.	Synthetic	jets	
can	signi4icantly	 improve	 the	 lift-to-drag	ratio	at	smaller	 (α	<	14°)	
and	 larger	 (α	 >	 24°)	 angles	 of	 attack.	 At	 the	 same	 lift	 coef4icient	
where	it	is	the	maximum	lift	coef4icient	for	the	baseline	case,	the	drag	
coef4icient	 of	 the	 airfoil	 under	 synthetic	 jet	 control	 is	 reduced	 by	
13.8%.	

	
Figure	3.	Variations	of	(a)lift	coef4icient	and	(b)	lift-drag	polar	for	the	
baseline	and	controlled	airfoils.	

Figure	4	depicts	the	time-averaged	velocity	4ield	with	and	without	
control	for	the	case	of	α	=	16°,	and	24°,	respectively.	At	α	=	16°,	the	
4low	 separation	 point	 coincides	with	 the	 jet	 ori4ice.	 Two	 counter-
rotating	vortices	originating	from	the	upper	and	lower	surfaces	can	
be	 observed	 in	 the	 recirculation	 zone.	 After	 applying	 control,	 the	
separated	4low	on	the	4lap	surface	reattaches,	and	4low	separation	is	
completely	 suppressed.	 The	 velocity	 on	 the	 upper	 surface	
signi4icantly	 increases,	 while	 the	 air4low	 velocity	 on	 the	 lower	
surface	decreases.	Thus,	the	lift	is	enhanced.	As	the	angle	of	attack	
increases	to	α	=	24°,	the	separation	point	moves	upstream	of	the	jet	
ori4ice,	and	the	scale	of	the	recirculation	zone	further	increases,	with	
the	main	4low	structure	primarily	consisting	of	the	vortex	shedding	

from	the	upper	surface.	Although	the	jet	ori4ice	is	submerged	within	
the	 recirculation	 zone	 at	 this	 point,	 the	 separated	 shear	 layer	
remains	 within	 the	 disturbance	 range	 of	 the	 synthetic	 jet.	 After	
control,	the	separation	point	shifts	from	upstream	of	the	4lap	to	the	
middle	 of	 the	 4lap,	 reducing	 the	 size	 of	 the	 recirculation	 zone	 and	
suppressing	4low	separation.	Additionally,	the	air4low	velocity	near	
the	ori4ice	signi4icantly	increases,	indicating	that	the	synthetic	jet	can	
inject	 momentum	 into	 the	 recirculation	 zone.	 Therefore,	 the	
synthetic	 jet	 reduces	 the	 size	 of	 the	 recirculation	 zone	 and	
suppresses	 4low	 separation	 through	 both	 mixing	 and	 momentum	
injection,	thereby	achieving	lift	enhancement.		

	
Figure	4.	Time-averaged	velocity	4ield	with	and	without	control	at	(a)	
α	=	16°,	(b)	α	=	24°.	
CONCLUSIONS 

This	 work	 investigates	 the	 aerodynamic	 control	 effects	 of	 a	
synthetic	 jet	 array	on	 a	multi-element	 airfoil	 through	wind	 tunnel	
experiments.	The	results	indicate	that	synthetic	jets	can	increase	the	
lift	 of	 the	 airfoil	 and	 improve	 the	 lift-to-drag	 ratio,	 with	 the	 lift	
enhancement	 persisting	 beyond	 the	 stall.	 The	 control	 mechanism	
was	revealed	by	4low	4ield	analysis.	Synthetic	jets	reduce	the	scale	of	
the	 recirculation	 zone	 and	 suppress	 4low	 separation	 on	 the	 4lap	
through	mixing	and	momentum	injection,	thereby	increasing	lift.		
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